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ABSTRACT 

This report covers in detail the research work of the Solid State Division at Lincoln 
Laboratory for the period 1 November 1990 through 31 January 1991. The topics covered are 
Electrooptical Devices, Quantum Electronics, Materials Research, Submicrometer Technol- 
ogy, High Speed Electronics, Microelectronics, and Analog Device Technology. Funding is 
provided primarily by the Air Force, with additional support provided by the Army, DARPA, 
Navy, SDIO, NASA, and DOE. 
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INTRODUCTION 

1.    ELECTROOPTICAL DEVICES 

Buried-heterostructure quantum-well lasers have been fabricated for the first time by mass transport 
using Gag 5]In0 49P as the cladding material, which transports to encapsulate a separate-confinement optical 
cavity of GaAs and aquantum well of strained In0 , 8Ga0 82As. The high performance of these devices that emit 
at 980-nm wavelength makes them attractive candidates for pumping Er-doped fiber amplifiers. 

A simple analytical model has been developed for surface-energy-induced mass transport via vapor 
diffusion. The predicted decay rate of a sinusoidal surface profile shows a familiar fourth-power spatial- 
wavelength dependence but with an additional dependence on an effective channel width for diffusion, which 
is related to both the wafer-cover separation and the spatial wavelength of the surface profile. 

2.    QUANTUM ELECTRONICS 

A LiTa03 phase modulator placed inside a Nd: YLF laser cavity has been used to implement frequency- 
modulated mode locking of the laser at 5.37 GHz. Pulse durations of 10 ps were obtained with only 80 mW 
of microwave drive power. 

Theoretical modeling has resulted in explicit expressions for the minimum output pulse width and 
maximum output power obtainable from a Q-switched laser for a given CW pump power and pulse repetition 
rate. The expressions indicate that Nd:YAG microchip lasers pumped with diode lasers can be Q-switched 
to produce pulses with a full width at half-maximum of < 100 ps and peak power > 100 kW. 

A rate-equation analysis has indicated that it may be difficult to switch the polarization of a polarization- 
switchable Nd: YAG microchip laser at rates in excess of several megahertz. However, because of its small 
size and potential for low-cost mass production, the polarization-switchable microchip laser may find 
applications in specialized areas of optical communications. 

Diode-pumped microchip laser arrays have been shown to produce parallel output beams that incoher- 
ently overlap in the far field. Since each element in the microchip array performs as an independent device, 
such arrays can be scaled to arbitrary sizes, representing a new approach to robust, high-power laser sources. 

A diode-pumped, single-axial-mode intracavity-doubled laser has been demonstrated using a cavity 
consisting of only two mirrors, a Brewster-angle-cut piece of Nd:YAG, and a KTP doubling crystal. Up to 
4-mW single-ended output power has been obtained for 260-mW incident power on the Nd:YAG. 

A diode-pumped, CW rotating Nd:glass disk laser has been demonstrated. With 2 W of absorbed 
pump power and at the optimum rotation rate of 2.5 Hz the laser operated in the TEMQO mode and had a 
CW output power of 0.55 W. 

Efficient sum-frequency mixing of 1.06- and 1.32-jUm Nd: YAG laser radiation with relatively low input 
peak powers has been achieved by focusing the radiation into a LiB3Os crystal. The crystal was subjected to 
an average intensity at the focus of 0.3 MW/cm2 without sustaining either photorefractive or physical damage. 
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3.    MATERIALS RESEARCH 

Heterojunction Ge^Sij^Si internal photoemission infrared detectors exhibiting nearly ideal thermionic- 
emission dark-current characteristics have been fabricated with cutoff wavelengths out to 16 t/m. High-quality 
imaging without uniformity correction has been demonstrated in the long-wavelength infrared spectral band 
for 400 x 400-element focal plane arrays consisting of Ge0 ^SIQ 56/Si detectors, having a cutoff wavelength 
of 9.3 /xm, and monolithic CCD readout circuitry. 

Double-heterostructure Gag ^IIIQ 16AS0 14Sb0 86/Al0 5GaQ 5As0 ^SbQ 96 diode lasers emitting at 2.27 jum 
have been grown by molecular beam epitaxy on GaSb substrates. For pulsed operation of broad-stripe lasers 
300 jum wide, differential quantum efficiency as high as 50% and output power as high as 900 mW per facet 
were obtained for a cavity length of 300 /xm, and threshold current density as low as 1.5 kA cm"2 was obtained 
for a cavity length of 700 /xm. 

Experiments on the organometallic vapor phase epitaxy growth of strained-layer InGaAs/AlGaAs 
single-quantum-well diode laser structures, in which the InGaAs quantum-well layer is sandwiched between 
two thin GaAs bounding layers, have shown that laser performance is influenced more by the upper bounding 
layer than by the lower bounding layer. By using Auger analysis in combination with Ar-ion sputtering to 
determine the composition depth profile of InGaAs/GaAs test structures, it has been found that the role of the 
upper bounding layer is to prevent the evaporation of In from the InGaAs quantum-well layer during the 
interval when the growth temperature is increased prior to deposition of the upper AlGaAs cladding layer. 

4.   SUBMICROMETER TECHNOLOGY 

Thin films of nearly single-crystal diamond have been grown on silicon substrates using oriented faceted 
diamond seeds. The orientation of the seeds was achieved by etching appropriate relief structures in the 
substrates. 

A process has been developed for silylation of novolac-based resists exposed by focused-ion-beam 
lithography. Resolution better than 100 nm has been demonstrated, without noticeable proximity effects. 

5.    HIGH SPEED ELECTRONICS 

A GaAs metal-insulator-semiconductor field-effect transistor (MISFET) has been developed that uses 
a gate insulator made of high-resistivity GaAs grown by molecular beam epitaxy at low temperature (200°C). 
At 1.1 GHz this MISFET demonstrated a power density of 1.57 W/mm of gate width, which is the highest 
reported for any GaAs-based FET. 

A photoconductivity method has been used to study the anticrossing between the 2p+1 and 2p0 levels of 
Si donors situated near the center of a GaAs quantum well. This work represents the first known observation 
of an anticrossing between two p-like donor levels in a quantum well. 
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6.    MICROELECTRONICS 

The analog-signal-processing chain of a high-frame-rate charge-coupled device (CCD) camera has been 
redesigned to take advantage of the low-noise performance of the on-chip output amplifier. These changes 
have resulted in an improved signal-to-noise ratio and an output voltage drift that is below the CCD amplifier 
noise. 

The lateral-encroachment property of the local oxidation of silicon has been used to form an oxide mask 
over polysilicon with 0.4-//m-wide spacings between electrodes, starting from 1.5-//m-wide photoresist lines 
defined by a conventional projection aligner. This technology has led to the fabrication of a three-phase non- 
overlapping-gate CCD with a single layer of polysilicon and a measured charge-transfer efficiency of 0.9998. 

7.    ANALOG DEVICE TECHNOLOGY 

Single-target off-axis magnetron sputtering has been used to deposit superconductive YBCO thin films 
in situ, over a wide range of deposition conditions. The best film properties measured include a transition 
temperature (/? = 0) of 90.5 K and a critical current density of 1.7 X 106 A/cm2 at 77 K. 

Two separately fabricated superconductive devices, a chirp waveform generator and a time-integrating 
correlator, have been integrated into a prototype subsystem suitable for use in spread-spectrum communications. 
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1. ELECTROOPTICAL DEVICES 

1.1     BURIED-HETEROSTRUCTURE InGaAs /GaAs /GalnP STRAINED-LAYER 
QUANTUM-WELL LASERS (A = 980 nm) FABRICATED BY MASS TRANSPORT 

GaAs-based diode lasers with alloys of GalnAsP replacing those of AlGaAs appear to have supe- 
rior resistance to degradation [1],[2] and can be readily fabricated by epitaxial regrowth and/or mass 
transport [3]. Here, we demonstrate the first fabrication of buried-heterostructure (BH) quantum-well 
lasers by mass transport. This result has been achieved by using a separate-confinement heterostructure 
with cladding layers of Gao.51Ino.49P (hereafter abbreviated as GalnP). As shown in [3], this alloy, which 
is lattice matched to GaAs, can be mass transported without change in alloy composition. The active layer 
of the laser is a single strained-layer quantum well of Ino.igGao.82As, and the confining layers are formed 
of GaAs. Ridge-guide lasers emitting at wavelengths slightly longer than 1 ^im and having excellent 
performance have been made from a similar structure [2]. Our devices emit at A = 980 nm, which is the 
wavelength for most efficient pumping of Er-doped fiber amplifiers [4]. 

The scanning electron micrograph (SEM) in Figure 1-1 shows a transverse cross section of the BH 
device. The structure has been grown at 650°C by atmospheric-pressure organometallic vapor phase epitaxy 
(OMVPE) on a Si-doped GaAs substrate (n » 1 x 1018 cm"3) oriented 5° off (001) toward [110]. Growth of 
GalnP can show surface roughness when viewed by differential interference microscopy, but with substrates 
of this direction and degree of off-orientation the growth is smooth. Details of the growth apparatus have been 
given elsewhere [3],[5]. In order of growth, the layers of the structure are a 0.2-/im-fhick /7-GaAs buffer layer, 
a 1.2-/im-thick «-GaInP cladding layer, a 900-A-thick undoped GaAs confining layer, an 80-A-thick undoped 
Ino.i8Gao.82As strained-layer quantum well, a 900-A-thick undoped GaAs confining layer, a 1.2-/im-thick 
p-GalnP cladding layer, a 0.2-/im-thick p+-GaAs contact layer, and a 0.15-/im-thick/5+-GaInP cap layer. 
Silicon and zinc have been used as n- and p-type dopants, respectively, and the doped layers have carrier 
concentrations of ~ 2 x 1018 cm"3, with thep+ layers doped about an order of magnitude higher. An undoped 
region of GalnP, 600 A thick, was grown before starting thep-type doping in the upper cladding layer. The 
purpose of the cap layer, mentioned above but not shown in Figure 1 -1, is to permit cooling under a phosphine, 
rather than arsine, flow and thus minimize the compensation of zinc by atomic hydrogen. This layer is removed 
by a selective etch prior to device fabrication. 

Figure 1 -2 shows the broad-area threshold current density J^ vs inverse cavity length for these devices. 
A 225-^m-wide stripe has been defined by etched isolation grooves, and devices have been cleaved to various 
cavity lengths. Wang and Choi [6], using strained-layer single-quantum-well lasers with Alo.7Gao.3As 
cladding, have reported the lowest J^ values for InGaAs strained-layer lasers. A line representing their data 
is included in Figure 1-2, showing that our results are only slightly above these lowest values. 

A procedure for making BH lasers with GalnP/GaAs double heterostructures was described in [3]. 
Improvements in performance of double-heterostructure devices as well as a simplified BH fabrication 
technique have been reported more recently [7],[8]. A similar fabrication process has been used here to 
produce the BH quantum-well devices. Deposited and patterned stripes of Si02 on the GaAs contact layer 
serve as a mask for chemical etching of the structure. This Si02 is left as a cover over the GaAs to avoid 



complications with the GalnP mass transport, which is carried out in a phosphorus overpressure at 725°C for 
~ 1 h. The transported GalnP provides good sidewall passivation and waveguiding to the l-jum-lateral-widfh 
active region. It also provides good current confinement because of its wide bandgap and narrow width. This 
structure is well suited for high-speed modulation. 

Ga0.82ln0.18As 

QUANTUM WELL 
(80 A) 

• s 
: -000 30k V*""9 10 • 8006 

p-GaAs 

-\ 

p-GalnP 

>£ 

n-GalnP 

n-GaAs SUBSTRATE 

GaAs 

Figure 1-1. SEM of a cleaved and stained transverse cross section of the buried heterostructure. A drawing of this 
view is provided as an aid to understanding the micrograph. 
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Figure 1-2. Threshold current density vs inverse cavity length for broad-area (225 fim wide) devices. Comparison 
is made with the lowest reported threshold current densities [6] (solid line). 



Pulsed output power vs drive current for a BH device is shown in Figure 1-3. The threshold current is 
about 3 mA, and the device can be driven to ~ 35 times this level. At 30 mW per facet output, the power 
densities are 30 mW per micrometer width or ~ 15 MW per square centimeter of separate-confinement 
heterostructure area. We are unaware of any published values that are this high for uncoated facets. For CW 
operation there was only a 0.5-mA increase in threshold current, and output powers in excess of 10 mW per 
facet were measured. 
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Figure 1-3.  Power per facet vs current for buried-heterostructure devices in pulsed operation, showing operation 
to ~ 35 times threshold current and facet power densities of- 15 MW/cm2. 

Two observations have been made regarding the resistance to degradation of GalnAsP/GaAs structures. 
Repeated cycling over the full power range shown in Figure 1-3 produced no change, an observation that is 
consistent with [2] and that indicates a high resistance to catastrophic mirror damage. In CW operation there 
was a 10% increase in threshold during the first 50 h of operation and then very little change for the next 
700 h that the device was tested. This is consistent with the observations of [ 1 ] and suggests that these alloys 
have good resistance to rapid degradation by dark-line-defect propagation. 

S. H. Groves S. C. Palmateer 
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1.2    ANALYSIS OF VAPOR DIFFUSION IN SURFACE-ENERGY-INDUCED 
MASS TRANSPORT 

Mass transport in compound semiconductor surfaces is of considerable interest for epitaxial crystal 
growth as well as for device-structure formation. Diffusions both along the surface [9],[10] and through the 
vapor phase [ 10]-[ 12] have been discussed as possible transport mechanisms. A comprehensive model has 
recently been developed for surface diffusion and has yielded considerable insight [13]. Here, a similar model 
is presented for the vapor-phase diffusion. 

Consider an InP wafer with a (spatially) slowly varying sinusoidal surface profile 

f(x,t) = A(t) sm 
2nx 

(1.1) 

as illustrated in Figure 1-4. This simple profile can also represent a Fourier component of a more general 
profile. At an elevated temperature, some dissociation and vaporization occur near the surface. The 
equilibrium In vapor concentration depends on the high phosphorus vapor concentration supplied in the 
system. To prevent excess evaporation loss, a cover is applied [ 14], whose separation s from the substrate is 
approximated as constant because of the small amplitude of the surface profile. We further assume no vapor 
permeation through or adsorption on the cover. 

z /I 
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f(x,t) = A(t) sin 2•. 
A 

Figure 1-4. Illustration of the present model of surface-energy-induced mass transport via vapor diffusion. 

Since the degree of dissociation depends on surface energy, a variation of the vapor concentration 
occurs that corresponds with the variation of the surface profile curvature. In the parameter ranges of interest 
it can be shown that quasi-equilibrium exists, and the In vapor concentration along the surface is given simply 
by [13] 

Q)|l + — (1.2) 



where Q is the equilibrium vapor concentration of a flat surface and e is the surface energy due to the 
curvature. For a slowly varying surface profile, 

e = -av 
dx2 

(2K)favA .   2KX 
 ~ sin- 

(1.3) A" A 

where a and v are, respectively, the coefficient of surface tension and the molecular volume [13]. 

The diffusion of the In vapor in the space between the wafer and the cover is governed by the continuity 
equation 

:<?2C <92C\ dc 
dt ' 

(1.4) 

where D is the diffusivity. However, it can be shown that dC/dt can be neglected. The simplified equation 
can then be solved by separation of variables, and the solution satisfying the boundary conditions is 

with 

C(x,z,t) = C0 1 + 
(2nYavA(t) 

kTA2 

( .   2TCX\ 
cosh 

s — z 

cosh- 
(1.5) 

2TT 
H-l   =0 . (1.6a) 

or 

L = - 
2K (1.6b) 

Next, consider the In vapor diffusion across a volume element bounded by x and x + dx, as illus- 
trated in Figure 1-4. The net outdiffusion in the jc-direction can be evaluated by integrating Equation (1.4) 
along the z-direction and by noting that dC/dt = 0 in that equation, and thus 

\D^Cdz = D^ -dx\  D 
Jo dx2 dz 

dx (1.7a) 
z=0 



Since , (dCldt)\z-s = 0 as assumed in the present model, the right-hand side of Equation (1.7a) is simply 
the rate of indiffusion across z = 0, which must equal the evaporation rate there. Hence, 

_I£._r„£c 
v dt       J0     dx2 dz . (1.7b) 

By substituting for/and C, as given by Equations (1.1) and (1.5), respectively, and after some rearranging, 
Equation (1.7b) becomes 

\dA      (2n)3ccvC0D(    u27rsV 
 = --— T-^— tanh \A . (1.8) 
v dt kTA3       \ A ) 

This equation can then be solved to yield the time evolution of the profile amplitude, 

A(t) = A(0)e-'/T , (1.9) 

with 

i^-^5 . (Ufl) 
T kTA3 A 

In the case of s « Aj2n, Equation (1.10) simplifies to 

1     (2K)
4

CCV
2
CQDS 

r kTA4 (1.11) 

Note that this decay rate shows the same A-4 dependence as that of the previously considered surface diffusion 
[13]. However, there is an additional dependence on s, which can be interpreted as the width of the diffusion 
channel. In the other extreme case, 5 » AJ2K, Equation (1.10) becomes 

i.!*^, (U2) 
T kTA3 

in which the ^-dependence drops out and the A-dependence becomes cubic. This shows that the maximum 
diffusion channel is limited to A/2n. 

In conclusion, a simple analytical model has been developed for surface-energy-induced mass transport 
through vapor diffusion. The predicted ^-dependence can be used to experimentally distinguish the vapor 
process from the surface one. It can also be used to maximize the mass-transport rate. However, an accurate 
control of 5 may present a considerable practical challenge. Also, one should guard against possible deviations 
from the ideal cover assumed here, which does not allow for vapor permeation or adsorption. 

Z. L. Liau 
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2. QUANTUM ELECTRONICS 

2.1    5-GHz MODE LOCKING OF A Nd:YLF LASER WITH 10-ps PULSES 

Interest in sampling at rates above 1 GHz and in accurate clocking for optical communication systems 
has fostered the development of high-repetition-rate solid state lasers. Electrooptic, acoustooptic, and passive 
mode-locking techniques all are capable of generating high repetition rates. Acoustooptic mode locking has 
been studied recently because of the realization that good diffraction efficiency at high acoustic frequencies 
can be achieved using AI2O3 [ 1 ] or GaP [2] as the acoustic material. Weingarten and coworkers [ 1 ] obtained 
a repetition rate of 2 GHz with a mode-locked Nd:YLF laser. Even by using the best acoustooptic materials, 
however, the loss modulation of acoustooptic devices becomes inadequate for mode locking at frequencies 
much higher than 2 GHz. In principle, passive mode-locking techniques are capable of generating still higher 
repetition rates, but in practice it is difficult to incorporate the required optical elements, for example, a 
dispersion compensator or a saturable absorber, in the necessarily short cavity. On the other hand, electrooptic 
modulation with good sensitivity can be achieved in the microwave region [3]. We have realized frequency- 
modulated mode locking with a LiTa03 modulator in a Nd: YLF laser at 5.37 GHz, which is the highest mode- 
locking frequency obtained to date. 

The Nd: YLF laser cavity, illustrated in Figure 2-1, contains the Nd: YLF crystal, the LiTa03 modulator, 
a pump-side mirror having high reflectivity at the laser wavelength, and an output coupler. A Ti:Al203 laser 
operating at 790 nm provides 500 mW of pump light, 85% of which is transmitted by the pump-side mirror. 
The laser generates 60 mW of output at 1.053 jum under both mode-locked and free-running conditions. The 
Nd:YLF crystal, which is 3 mm thick with both sides antireflection coated, is tilted 10°, because even small 
on-axis reflections can destroy mode locking [4]. The Brewster-angle LiTa03 crystal is 1 mm (X) by 4 mm 
(Y) by 1.5 mm (Z), where X, Y, and Z refer to crystallographic axes. The applied and laser polarizations are 
in the Z direction to take advantage of the large electrooptic coefficient of LiTa03 for this case. 

To take advantage of the limited amount of microwave voltage available, the coupling of the source 
voltage across the LiTa03 crystal must be efficient, which requires the input, output, and transmission line 
impedances to be equal. Since the output impedance of the microwave source and the transmission line 
impedance of the cable are 50 Q, the input impedance into the phase modulator should also be 50 ft. 
Measurements of the input impedance as a function of applied frequency show that at 5.4 GHz the impedance 
is 12-i21 Q. The length of the laser cavity was selected so that the mode-locked repetition rate was at this 
frequency. The optical path length change of the laser cavity is only 1 nm for 100 mW of microwave power, 
as measured by placing the modulator in one arm of a Mach-Zehnder interferometer. 

The output pulse duration was measured with a collinear autocorrelator. Figure 2-2 shows the 
autocorrelation measurement for 80 mW of microwave power, which reveals pulses with ~ 10-ps duration, 
assuming a Gaussian temporal pulse shape. The theory of forced mode locking predicts that sufficiently above 
threshold the pulse duration t ~ P'l/A, where P is the applied microwave power [5]. When only 20 mW of 
microwave power was applied, the pulse duration increased to 15 ps, as expected. 



SMA CABLE 

PUMP-SIDE 
MIRROR 

Nd:YLF LiTaOo OUTPUT COUPLER 

Figure 2-1. Schematic of the mode-locked Nd:YLF laser. The distance between the mirrors is 1.6 cm, and the output 
coupler has a 5-cm radius of curvature and 2% transmission at 1.053 \un. The Y axis of the LiTaOj is along the laser 
optical axis, and the Nd.YLF crystal is 3 mm long. 
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Figure 2-2. Autocorrelation of the mode-locked Nd.YLF laser output. For this measurement, a beamsplitting mirror in 
the autocorrelator splits the incoming beam into two, both beams pass twice through a rotating prism, and the beams 
are recombined on the beamsplitter and frequency doubled in MgO-doped LiNbOj. 
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In frequency-modulated mode locking the laser pulses can occur for either of two different phases in 
the cavity, passing through the phase modulator at either the path length minimum or the path length 
maximum. It has been noted, however, that under some circumstances the phase selection is stable [6]. In our 
laser no hopping between the two alternative phase states was observed over 30 min. This observation was 
made by triggering a sampling oscilloscope with the applied microwave signal, so a 180° phase change would 
cause a 93-ps shift in the location of the pulse. Even turning the microwave source off and back on did not 
result in phase-state hopping, but tuning the microwave frequency did cause hopping. 

Spectra of the laser output for free-running and mode-locked operation are shown in Figure 2-3. The 
spectral envelope did not increase significantly upon mode locking, but the spectral stability and the presence 

T 

5   -      FREE-RUNNING 

172706-5 

iT 

20 40 60 80 

RELATIVE FREQUENCY (GHz) 

(b) 

Figure 2-3. Fabry'-Perot spectra of the Nd.YLF laser, (a) Under free-running conditions a number of modes are 
observed; spatial hole burning in the Nd.YLF allows simultaneous operation of these modes, (b) Under mode-locked 
conditions all of the modes within the bandwidth observed under free-running conditions lase; these modes are separated 
by 5.37 GHz. 
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of a smooth spectral envelope are properties of mode-locked operation. The fairly large spectral width under 
free-running conditions is a result of spatial hole burning. For mode-locked conditions, approximately ten 
modes lie within the spatial bandwidth. The product of the pulse duration and spectral bandwidth of 0.75 for 
a microwave power of 20 mW is close to the theoretical limit for frequency-modulated mode locking (0.63). 

S. R. Henion 
P. A. Schulz 

2.2    THEORETICAL ANALYSIS OF THE Q-SWITCHED MICROCHIP LASER 

Recently, we reported the generation of 6-ns Q-switched pulses from a microchip laser [7]. In order to 
understand our experimental results and as an aid in optimizing the performance of future Q-switched 
microchip lasers, it is useful to do theoretical modeling of the device. Most of the results obtained in this section 
are from a standard rate-equation analysis [8]. Two new results include explicit expressions for the minimum 
output pulse width and maximum output power obtainable for a given population inversion. These expressions 
are applicable to all Q-switched lasers (within the approximations stated below) and should help the laser 
designer optimize the performance of a Q-switched device. 

To model the Q-switched operation of the microchip laser, we assume uniform CW pumping of the gain 
medium, use a plane-wave approximation for the transverse mode profile, and model the intracavity optical 
intensity as axially uniform. Since the Q-switched output pulses from the laser are much shorter than both the 
spontaneous lifetime and the pump period (time between output pulses), spontaneous relaxation and pumping 
can be safely neglected during the development of the output pulse. We further assume that at time / = 0 the 
Q of the laser cavity is rapidly switched such that for t = 0- the inversion density within the cavity is below 
its threshold value and for t = 0+ it is YQ+ times the threshold inversion density. With these assumptions, the 
development of the output pulse in a four-level laser can be modeled by the equations [8] 

and 

where 

dXldT = {Y-\)X (2.1a) 

dY/dT = -XY , (2.1b) 

X = 21n/chvN, (2.2a) 

is the normalized intracavity optical intensity, 

Y = N/N, (2.2b) 

is the normalized inversion density, and 

T = t/rc (2.2c) 

is normalized time. In the above equations, / is the circulating intracavity optical intensity, N is the population 
inversion density, N, = y/2ai is the threshold population inversion density fore > 0, Tc-2n£/yc is the cavity 
lifetime, £ is the cavity length, y~ yp + y0 is the total round-trip cavity loss, yp is the round-trip parasitic 
loss, y„ is the output coupling, a is the emission cross section at the lasing wavelength (3 x 10~19 cm2 for the 
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1.064-//m transition in Nd: YAG), v is the lasing frequency, n is the refractive index (1.82 for Nd:YAG), c is 
the speed of light in vacuum, and h is Planck's constant. Equations (2.1a) and (2.1 b) can be solved numerically 
for the pulse shape if we assume a small initial value of Xo at t = 0. The calculated normalized intensity vs time 
for several values of Yo+ is shown in Figure 2-4. From the pulse shape we can derive universal curves for the 
normalized peak pulse intensity Xp and the normalized pulse full width at half-maximum (FWHM), Tw, as 
shown in Figures 2-5 and 2-6. (Note that Xp can be obtained as an analytic function of YQ+ [10].) These two 
curves are independent of the initial value of XQ, as long as it is much smaller than the peak value. 
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Figure 2-4. Normalized optical intensity X of a Q-switched pulse obtained for a normalized inversion density Yo+ of 2, 
3,4,5,6, 7, 8, 9, and 10 as a function of normalized time T, calculated for XQ = W'14. 

An expression for the FWHM of the pulse, tw, can be obtained by combining (2.2b) and (2.2c) to yield 

tw = TwY0+n/N0c<J , (2.3) 

where NQ is the inversion density at t = 0. The product TWYQ+ has a minimum value of 8.1 at 1^0+ = 3.1, Tw = 
2.6. The minimum pulse width obtainable for a given inversion density is, therefore, 

Vmin = B.ln/N0ca (2.4) 

and is obtained when the cavity is designed so that just after Q-switching (t = 0+) the cavity lifetime is 3. In/Noca. 
It can be seen from Figure 2-7 that the pulse width is relatively insensitive to the new cavity lifetime, staying 
within 50% of the minimum value for 1.5 < tcNQca/n < 10. 
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Figure 2-5. Normalized peak pulse intensity Xp as a function of normalized inversion density YQ+. 
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Figure 2-6. Normalized pulse width Tw (FWHM) as a function of normalized inversion density YQ+. 
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Figure 2-7. Pulse width tw as a function of the cavity lifetime rc after Q-switching. 

The peak output intensity /po is given by 

1- 
2N0a£ 

Nfaolhv 
(2.5) 

For negligible parasitic loss (yp « y0), the maximum value of/^ occurs at Ko+ - 3-5, X - 1.3. (At JV = 3.1, 
corresponding to the minimum pulse width, the value of Xp/Y%+ is 0.101.) In this case, the maximum peak 
pulse intensity for a given inversion density is 

po,max = 0.102N*cathv/n (2.6) 

and is obtained when the cavity is designed so that just after Q-switching the cavity lifetime is 3.5« / NQCO. 

It can be seen from Figure 2-8 that the peak pulse intensity is also relatively insensitive to the new cavity 
lifetime. It is interesting to note that except for a 20% decrease in the numerical constant, Equation (2.6) is 
the same as the result that would be obtained if one assumed a top-hat-shaped pulse with a pulse width given 
by Equation (2.4). When parasitic loss cannot be ignored, the peak intensity and the optimal value of the new 
cavity lifetime are reduced. 

The pulse buildup time tb cannot be calculated in the same way as the pulse width or peak intensity, since 
it is dependent on the initial value of the intracavity optical intensity. However, since the optical intensity is 
small during most of the buildup time, the inversion density can be approximated as constant during the pulse 
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Figure 2-8. Peak output intensity Ipo as a function of the cavity lifetime xc after Q-switchingfor negligible parasitic loss. 

development. This allows us to solve Equation (2. la) analytically to obtain an approximate expression for the 
normalized pulse buildup time: 

Tu» 
In (V*o) 

lbf-1 
(2.7) 

For a laser cavity that is sufficiently lossy between output pulses, the pulse must build up from spontaneous 
emission, giving 

X0 =(2Kr2lNt) 
-l 

(2.8) 

where rm is the radius of the lasing mode. The pulse buildup time for a minimum-width pulse is thus given 
by 

r6.mi„«0.48ta(0.63tfo*#)Tc • (2.9) 

In practice, the way the Q of a laser cavity is switched is by changing the cavity loss. This often requires 
the switching of high voltages and is difficult to do very rapidly. As a result, the instantaneous Q-switching 
approximation is often not valid. Fortunately, the width of the Q-switched output pulse is determined by the 
cavity Q at the time of the output pulse (within tw of its peak) and is insensitive to the details of the way in which 
it is switched. The pulse buildup time, on the other hand, is strongly dependent on how the Q is switched. 
Depending on the value of the cavity Q before and after switching, and the way in which the Q is switched, 
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the allowed switching time for a given output pulse width may be considerably longer than Equation (2.9) 
indicates. As an example, if the value of the cavity loss changes linearly with time between an initial value 
corresponding to YQ+ = 1 and a value corresponding to Yp = 3.1 just before the peak of the output pulse, then 
as Equation (2.la) shows, the pulse buildup time can be increased by a factor of 3.3: 

Tb *  ) Pl     '    . (2.10) 
Yp\n(Yp-\)-l 

If a pulse width of 1.5 times the minimum value is acceptable (corresponding to Yp= 1.5), we can gain an 
additional factor of ~ 4 in the pulse buildup time of Equation (2.8), or ~ 3.2 in the buildup time of Equation 
(2.10). The switching time is further increased if the initial value of YQ+ is < 1. Also, the change in cavity Q 
can continue beyond the time when the output pulse is generated, as long as it is reversed early enough to 
prevent the generation of a second pulse. 

The simple model presented here does a good job of explaining the behavior of the Q-switched 
microchip laser [7]. The calculated value of Vmin for the experimental conditions reported (100 mW of CW 
pump power absorbed at 808 nm, 12.5 /is between Q-switched pulses, 650-/im-long cavity, 100-/im mode 
radius) is ~ 6 ns, in excellent agreement with the 6-ns pulse width obtained. The pulse buildup time calculated 
from Equation (2.9) for the experiment is 32 ns. The actual switching time was 6.25 /is. This illustrates the 
amount by which the actual switching time can be longer than the calculated buildup time of Equation (2.9) 
if the cavity Q is properly switched. 

The formulas derived here provide a simple relationship between pump power, pulse repetition rate, 
output pulse width, peak output power, and cavity parameters that can be used in the design of Q-switched 
lasers. Using Equations (2.4) and (2.6), we can quickly calculate the minimum obtainable pulse width and 
maximum peak pulse intensity for a given pump power. The cavity can then be designed with the proper 
lifetime to obtain optimal performance. With a pump power of 1 W, a 10-kHz train of 100-ps pulses with peak 
powers > 100 kW is feasible from a Q-switched microchip laser. 

J. J. Zayhowski 

2.3    THEORETICAL ANALYSIS OF THE POLARIZATION-SWITCHABLE 
MICROCHIP LASER 

Recently, we have demonstrated a way to quickly switch the polarization of microchip lasers [9]. 
Polarization switching is realized by increasing the Q of the cavity for one polarization mode while at the same 
time decreasing the Q for the orthogonally polarized mode. Since the two polarization modes correspond to 
the same axial mode, the oscillating mode completely depletes the gain for the orthogonal mode, such that 
spatial hole burning does not make it possible for the two modes to lase simultaneously. 

To analyze the polarization-switching time of the microchip laser, we will assume that the two 
polarizations see the same cavity Q's in their ON and OFF states and that the Q's are switched instantaneously 
and simultaneously. We will assume that in the OFF state the Q of the cavity is reduced such that the inversion 
density is well below the threshold inversion density, allowing the oscillating mode to quickly decay. The 
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switching time is, therefore, determined by the buildup time of the new mode. For the polarization-switchable 
microchip laser the inversion density immediately after switching the Q of the cavity is equal to the CW 
threshold inversion density for the new mode (i.e., YQ+ = 1 in the notation of Section 2.2), since it was clamped 
at that value by the previous lasing mode. This is in strong contrast to the Q-switched microchip laser discussed 
in Section 2.2 and results in a much longer mode buildup time. The pumping of the laser during the mode 
buildup time can no longer be ignored, although we will still assume that spontaneous emission can be 
neglected. The new rate equations [8], again using the notation of Section 2.2, are 

dX/dT = (Y-l)X (2.11a) 

and 

dY/dT = R-XY , (2.11b) 

where R = Pa\,s xdNthVpTtr^lh the normalized pump rate, Pabs is the pump power absorbed within the lasing 
mode volume, and vp is the pump frequency. To perform the calculation, we again make use of the fact that 
during most of the buildup time the intracavity optical intensity is small, so that the second term of Equation 
(2.1 lb) is unimportant. We will define the mode buildup time t\, as the time from the moment the cavity Q is 
switched until the time when the stimulated emission rate is equal to the pump rate, corresponding to X = R. 
With these approximations, the solution to Equation (2.1 la) is 

t\ - 2ln(R/X0)/R . (2.12) 

Since the new mode must start from spontaneous emission, 

t\ m  1—2L irTrabs * . (2.13) 

For the polarization-switching experiment reported earlier [9], the calculated mode buildup time 
(assuming the cavity Q is switched instantaneously) is ~ 0.6 jus, an order of magnitude shorter than was 
obtained. This discrepancy is probably due to the slow Q-switching in the experiment; the Q was switched 
over a period longer than the observed mode buildup time. 

Although it is possible to obtain faster polarization switching rates than we have demonstrated, the mode 
buildup times predicted by Equation (2.13) limit the maximum switching rates of the polarization-switchable 
Nd: YAG microchip laser to several megahertz for reasonable diode pump powers. Because of its small size 
and potential for low-cost mass production, however, the polarization-switchable microchip laser may find 
applications in specialized areas of optical communications. 

J. J. Zayhowski 

2.4    MICROCHIP LASER ARRAYS 

Microchip lasers are flat-flat wafers of optical gain material, typically Nd:YAG, with mirror coatings 
deposited on their surfaces [10]. A stable laser cavity is formed by optical guiding from the pump-induced 
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radial index gradient [11]. As a result, the dielectrically coated wafers become microchip laser arrays when 
pumped with appropriately spaced diode laser arrays. Since the output of the diode pump defines the position 
of the oscillating mode, registration between the laser and pump source is automatic. 

A 1 x 3-element Nd:YAG microchip laser array was pumped by reimaging a linear diode-laser array 
in the gain medium using cylindrical optics, as shown in Figure 2-9. The spacing between the centers of the 
diodes in the array was 1 mm. A magnification factor of 10 was used in the dimension perpendicular to the 
diode junction (large divergence direction) to reduce the divergence of the pump light. In the dimension 
parallel to the junction the magnification was close to unity. Figure 2-10 shows the near-field intensity profiles. 
Each individual output beam was nearly circularly symmetric, with an eccentricity < 1.02, an astigmatism of 
9%, and a far-field divergence of 3.2 mrad. Careful measurements showed that the individual output beams 
were < 1.5 times diffraction limited compared to an ideal Gaussian beam. The three output beams were parallel 
to within 0.26 mrad and overlapped incoherently in the far field, as shown in Figure 2-11. 

The crystal gain medium used in this experiment was polished to a thickness of 2.2 mm. This thickness 
was chosen to facilitate handling of the array and reduce the pump power required to reach threshold. Each 
of the three lasers operated in three longitudinal modes. By reducing the thickness of the gain medium it is 
possible to obtain single-longitudinal-mode operation, although for many applications this is not required. 

CYLINDRICAL 
DOUBLETS 

Nd:YAG MICROCHIP 
ARRAY 

1.064-pm OUTPUTS 

(b) 

Figure 2-9. (a) Side view and (b) top view of the geometry used to pump the microchip laser array. The magnification 
of the cylindrical lenses was 10 times in the dimension perpendicular to the diode junction and unity in the dimension 
parallel to the junction. The individual 6-pJn diodes were spaced I mm on center. 
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Figure 2-10. Near-field pattern of the output from the microchip laser array. 
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Figure 2-11. Far-field pattern of the output from the microchip laser array. The three black dots correspond to the 
centroid of the outputs from the three individual elements. 

The pump-side mirror of the microchip laser array transmitted the pump light and had a reflectivity of 
99.9% at the lasing wavelength. The output-side mirror reflected the pump light back into the laser crystal for 
improved efficiency and had a transmissivity of 2% at 1.064 /mi. The three elements of the microchip array 
reached threshold at about the same pump power, corresponding to a total incident pump power of 225 mW. 
The overall slope power efficiency of the array was 18.4%. This poor efficiency is attributed to poor focusing 
in the dimension perpendicular to the junction of the diodes. Less than 50% of the light transmitted by the 
optics was focused into the lasing volume because of aberrations of the cylindrical optics. The same microchip 
laser arrays pumped with good mode quality TiiA^O^ lasers have achieved slope power efficiencies > 70%. 

The microchip laser array was also pumped with a butt-coupled diode laser array. Butt coupling 
increases the pump power required to reach threshold, but results in higher slope efficiencies. More detailed 
measurements need to be made for the butt-coupled geometry. 
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The spacing of the elements in the microchip laser array (1 mm on center) was chosen to be sufficiently 
large that the thermal waveguide for an element was not strongly affected by neighboring elements and that 
coherent optical interactions did not occur between neighboring lasers. This results in extremely robust 
devices, since the far-field pattern of the array is independent of the relative intensity and position of each of 
the individual elements. Such arrays have the potential to be scaled to arbitrary powers by increasing the 
number of array elements. 

C. D. Nabors 
J. J. Zayhowski 
A. Mooradian 

2.5    SINGLE-AXIAL-MODE INTRACAVITY-DOUBLED Nd:YAG LASER 

A diode-pumped, single-axial-mode intracavity-doubled laser has been demonstrated using a cavity 
consisting of only two mirrors, a Brewster-angle-cut piece of Nd:YAG, and a KTP doubling crystal. Up to 
4-mW single-ended output power has been obtained for 260-mW incident power on the Nd:YAG. Single- 
axial-mode operation is preferred in intracavity-doubled solid state lasers because there are large-amplitude 
fluctuations in the second-harmonic output in multiaxial mode lasers due to longitudinal mode coupling 
through sum-frequency generation [12]. Single-mode operation can be obtained with either an intracavity 
etalon or a unidirectional ring laser [13]; however, insertion of additional intracavity elements is required, 
which has the undesirable effect of increasing complexity and intracavity loss. 
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Figure 2-12. Round-trip transmission for a cavity containing a polarizer P and a waveplate W between two mirrors M 
as a function of<j>. The curves are for three different values of single-pass power transmission for the lossy polarization 
through the polarizer, T = 0,T = 0.72, and T = 0.51. These values of T represent an ideal polarizer, a single Brewster- 
angle surface on YAG, and two Brewster-angle surfaces onYAG, respectively. The axial modes are also plotted assuming 
that LIAnl = 30. 
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Single-axial-mode operation can be obtained in a standing-wave cavity by including a birefringent filter 
inside the cavity [14]. The polarizer for the birefringent filter can be a Brewster-angle entrance surface on the 
gain medium, and the waveplate can be the nonlinear crystal. The birefringent filter causes no loss at 
wavelengths for which the birefringent medium acts as a zero-wave waveplate. If the adjacent axial mode is 
separated in wavelength from the zero-loss mode by a sufficient amount, the additional loss will allow only 
a single mode to oscillate. 

The round-trip transmission for a laser cavity containing a birefringent filter and the axial modes is 
shown in Figure 2-12; the axes of the polarizer are oriented at 45° to the axes of the birefringent element. The 
phase difference 0is given by 0 = AnAnllX (modulo 2n), where / is the length of the birefringent element, An 
is its birefringence, and A is the wavelength. The polarizer is assumed to be lossless for the allowed 
polarization and has a single-pass power transmission of T for the lossy polarization. Between adjacent 
birefringent filter maxima there are L/Anl axial modes, where L is the single-pass optical path length of the 
laser. For a sufficiently small L/Anl, there can be a significant loss difference between a mode at the peak of 
the filter and the other modes. 

Figure 2-13 shows the single-axial-mode intracavity-doubled laser. The Nd: YAG was 0.55 cm long and 
oriented for Brewster-angle entrance, and the antireflection-coated KTP was 0.5 cm long. The KTP was 
mounted on a thermoelectric cooler so that An could be adjusted to match a birefringent filter transmission 
maximum to the peak gain at 1.064 //m. The two cavity mirrors were high reflectors at 1.064 (xm with 5- and 
50-cm radii of curvature, respectively. The output was taken through the mirror with 50-cm radius of 
curvature, which had ~ 75% transmission at 0.532 [im. The single-pass optical path length of the cavity is 
~ 3.8 cm. With these cavity parameters, the mode adjacent to a birefringent filter peak has 0.38% more loss 
than a mode at the birefringent filter peak. The laser was pumped by a diode array with an emitting aperture 
width of 100 fim with up to 260 mW incident on the Nd:YAG. The second-harmonic output was observed 
using a scanning confocal Fabry-Perot interferometer. 

HIGH REFLECTOR 
AT 1.064 urn 
WITH 5-cm 
RADIUS OF 

CURVATURE 
BREWSTER- 
CUT Nd:YAG 

HIGH REFLECTOR 
AT 1.064 urn 
WITH 50-cm 
RADIUS OF 

CURVATURE 

KTP 

0.5 cm 

0.532-Mtn 
OUTPUT 

2.9 cm 

Figure 2-13. Schematic of the single-axial-mode intracavity-doubled Nd.YAG laser. The axes of the KTP are oriented 
45° to the axes of the Brewster-angle faces. The Nd.YAG was placed close to the mirror with 5-cm radius of curvature, 
and the KTP was placed close to the mirror with 50-cm radius of curvature. 
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Figure 2-14. Output of the scanning confocal interferometer and a monitor photodiode under (a) single-mode operation 

and (b) multimode operation. 
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Figure 2-14 shows the output from the scanning confocal interferometer and a photodiode monitoring 
the green under single-mode and multimode operation. In multimode operation the output is noisy because 
of the longitudinal mode coupling effects, as expected. In single-mode operation no large-amplitude noise is 
present. We were able to attain up to 4-raW output power single ended in single-mode operation with 260 mW 
incident on the Nd:YAG. Threshold was reached at 31 mW of diode power incident on the Nd:YAG, and 
thus single-mode operation was attained at up to ~ 8.5 times threshold. 

We believe that this laser could be optimized to operate further above threshold and to obtain higher 
conversion efficiency to the green. Improved mode discrimination could be obtained by using only a single 
Brewster-angle surface in the cavity. For a single Brewster-angle surface the loss for the adjacent mode would 
increase to 0.77% from the current 0.38%. The cavity could also be made shorter to space the axial modes 
farther apart. These improvements should allow single-mode operation further above threshold. Improved 
efficiency could be achieved by decreasing loss by coating mirrors directly onto the Nd: YAG and KTP. More 
optimum focusing of the cavity mode into the KTP would also help; the beam radius is ~ 90 jim, while foi 
confocal focusing into the KTP the required radius would be ~ 22 /urn. 

In summary, we have demonstrated a diode-pumped, single-axial-mode intracavity-doubled Nd: YAG 
laser with up to 4-mW single-ended output power using only a Brewster-angle-cut piece of Nd:YAG and a 
KTP doubling crystal inside the laser cavity. Improved operation should be obtainable by optimizing cavity 
design to lower loss and by increasing longitudinal mode discrimination. 

T. Y. Fan 

2.6    CW OPERATION OF A DIODE-PUMPED ROTATING NdrGLASS DISK LASER 

A diode-pumped, CW rotating Nd:glass disk laser has been demonstrated, which promises scalability 
to very high average powers. Nd:glass lasers have previously been limited to relatively low average powers 
[15] by the poor thermal conductivity of glass, which results in thermally induced lensing, birefringence, or 
physical damage [ 16J. It has been proposed that these effects may be overcome in diode-pumped laser systems 
by rotating the Nd:glass to average the heat load over a much larger volume [17]. 

As shown in Figure 2-15, a cylindrical disk of Nd-doped phosphate glass, 0.5 cm thick and 5 cm in 
diameter, was inserted at Brewster's angle into a 12-cm-long linear stable laser cavity consisting of a high 
reflector (Ml) at 1.054^m with a 5-cm radius of curvature, and a 1 % output coupler M2 with a 10-cm radius 
of curvature. The disk was placed 4 cm from the high reflector such that the laser mode inside the Nd:glass 
disk had an elliptical cross section with major and minor axes of 315 and 175 /im (FWHM), respectively. The 
Nd:glass was end pumped through the high reflector by the focused output radiation from four linear GaAlAs 
diode laser arrays [18]. The diode-laser pump spot was located 2.2 cm from the center of rotation of the 
Nd:glass disk and had an elliptical cross section of axial dimensions 360 x 200 fan (FWHM). The laser always 
operated in the TEMoo mode with an output power that depended on both the diode laser pump power and the 
rate of rotation of the Nd:glass disk. The graph in Figure 2-16 demonstrates that as the rate of rotation of the 
disk was increased from zero, the output power of the laser increased from zero to a maximum and thereafter 
decreased. The initial increase in laser power with rotation rate is attributed to distributing the pumping heat 
load over a larger volume of Nd:glass, which decreases thermal effects. At higher rates of rotation, the decrease 
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Figure 2-15. Schematic of the end-pumped rotating Nd: glass disk laser. Ml and M2 serve as the cavity mirrors. Lenses 
LI andLl collimate the diode radiation and focus it into the disk. 
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Figure 2-16. 1.054-\un output power vs rotation rate (linear velocity), with absorbed pump power as a parameter. 
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in laser power is attributed to decreased laser gain caused by moving some of the excited state population out 
of the laser mode before the energy can be extracted as laser radiation. The optimum rate of rotation of the 
disk, resulting in maximum laser power, increased as the pump power increased. A maximum at 0.55-W 
output power was obtained with an absorbed pump power of 2 W and a disk rotation rate of 2.5 Hz. 
Furthermore, at this rotation rate a slope efficiency of 37% was obtained. To our knowledge this is the highest 
reported power of a CW Nd:glass laser. 

Substantially higher output powers should be possible from rotating disk lasers by increased pump 
powers and active longitudinal cooling of the disks. Higher-power Nd:glass lasers could operate over a larger 
spectral bandwidth than other Nd-doped crystals and should allow continuous mode-locked operation with 
short pulses. 

J. Korn 
T. H.Jeys 
T. Y. Fan 

2.7    HIGH-AVERAGE-INTENSITY SUM-FREQUENCY MIXING 
OF Nd:YAG LASER RADIATION IN L1B3O5 

The utility of a nonlinear crystal for efficient sum-frequency mixing is determined not only by the 
nonlinear coefficients of the crystal but often, more importantly, by the phase-matching and optical-damage 
characteristics of the crystal. Efficient mixing of low-peak-power radiation places severe constraints on the 
nonlinear crystal. In order to achieve efficient mixing of low-peak-power radiation, the radiation must be 
tightly focused into the nonlinear crystal to achieve high peak intensities. However, the angular content of the 
focused radiation must be kept to less than the phase-matching angular acceptance of the crystal. The relatively 
narrow angular acceptance of such crystals as KD*P, LHO3, and KNbO^ limits the degree of focusing that can 
profitably be applied to the pump radiation. 

If, in addition, the radiation is CW or is pulsed with a high duty cycle, tight focusing results in a high 
average intensity at the focus. The high average intensity can produce substantial local heating of the crystal 
if there is absorption of even a small fraction of either the incident radiation or the sum-frequency radiation. 
Local heating of the crystal will bring about a local temperature gradient. This can adversely affect the sum- 
frequency-mixing efficiency if the gradient exceeds the phase-matching temperature acceptance of the crystal 
or if the gradient results in physical stress to the crystal; such stress can affect the phase-matching process or 
cause physical damage to the crystal. High average intensities can also result in photorefractive damage to the 
crystal. In particular, the small temperature acceptance, relatively high optical absorption coefficients, and 
high susceptibility to photorefractive damage of crystals such as LiNb03 and KNbO^ severely limit the utility 
of these crystals in high-average-intensity applications. Table 2-1 lists the phase-matching characteristics for 
frequency summing of 1.06- and 132-fim radiation in several nonlinear crystals. 
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TABLE 2-1 

Phase-Matching Characteristics for Frequency Summing of 1.06- and 1.32-//m Radiation 
in Several Nonlinear Crystals 

Material 

Type of 

Phase 
Matching 

d <a> 
(pm/V) 

Figure of 

Merit 
(pm/V)2 

Walkoff 

Angle 
(deg) 

FWHM Acceptance 

Angular 
(mrad cm) 

Spectra(b) 

(A cm) 
Thermal 
(°C cm) 

LNO3 1.9   [19] 0.54 3.9 0.4 5.2 Large 

/3-BaB204 2.1   [19] 1.0 3.0 0.6 58 55<b> 

KNb03
(c) 13.9   [20] 17.7 3.4 0.4 1.2 0.3(b> 

KD*P II (d) 0.4   [19] 0.004 1.5 2.0 55 7(b) 

KD*P III <d> 0.3   [19] 0.0025 1.1 3.3 
KTp(e) II 2.9   [19] 1.5 2.5 1.5 5.6 25(b) 

KTP<e> III 3.2   [19] 1.8 1.3 3.2 

LiNb03
(,) 5.9   [21] 3.2 0 40 0.35<9» 

LiB,0'h) 1.24 [22] 0.38 0 50 6(g> 

(a) Effective nonlinear coefficient values given in [19] - [22]. 

(b) 1.06-/im second-harmonic-generation values (for reference only). 

(c) Beams directed in be plane. 

(d) Type II, 1.32- and 0.589-/im polarizations parallel; Type III, 1.06- and 0.589-/jm polarizations 
parallel. 

(e) Beams directed in xz plane. 

(f) Noncritically temperature phase matched; T= 227°C, G = 90°. 

(g) Sum-generation values. 

(h) Noncritically temperature phase matched; T= 41 °C, 6 = 90°, </> = 0°. 

Recently, lithium triborate (L4B3O5), a new nonlinear material, has become commercially available. 
This material has several advantages for efficient mixing of low-peak-power, high-duty-cycle Nd: YAG laser 
radiation. By temperature tuning, the crystal may be noncritically phase matched and therefore has a very large 
phase-matching angular acceptance. However, contrary to other temperature-tunable crystals, LiBsOs retains 
a relatively large phase-matching temperature acceptance [23]. The relative mixing efficiency of LiB30s as 
a function of temperature is shown in Figure 2-17. The most interesting characteristic of LiB3G"5 for high- 
average-intensity applications is its low optical absorption coefficients, which are [23] 1.2 x 10~3, 1.8 x 
10"3, and 1.7 x 10~3 cm"1 at 1.32, 1.06, and 0.589 /xm, respectively. These low optical absorption coefficients 
reduce the deleterious effect of thermal gradients and contribute to the fact that LiB305 has a high damage 
threshold. These characteristics also allow tight focusing of high-duty-cycle radiation into LiB305. 
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Figure 2-17. Relative doubling and mixing efficiencies ofLiB^O^ as a function of temperature. 

As part of a program to generate high-average-power sodium-resonance radiation by sum-frequency 
mixing of 1.06-and 1.32-;UmNd:YAG laser radiation [24],[25], we have generated 11 W of 589-nm radiation 
by focusing 39 and 15 W of 1.06- and 1.32-/xm radiation, respectively, into an ~ 160-/im spot within a LJB3O5 
crystal. The measured external power conversion efficiency was 19 percent. The crystal was subjected to 
0.3 MW/cm2 of average intensity. The ability of any nonlinear crystal to withstand such a high average 
intensity is impressive. 

The Nd:YAG oscillators, shown in Figure 2-18, were substantially modified commercially available 
lasers. The lasers produced 60-^/s-long, relaxation-oscillation-free macropulses with a repetition rate of 
840 Hz. Each of these macropulses consisted of a train of mode-locked micropulses spaced 10 ns apart. Each 
oscillator was operated in the stable regime and consisted of two flash-lamp-pumped, 4-mm-diam. by 
135-mm-long Nd: YAG rods. Between the laser rods was a 90° polarization rotator (for thermal birefringence 
compensation) and an aperture (to restrict oscillation to the TEMoo mode). The intracavity mode lockers were 
driven by a common frequency source. By adjusting the relative phase of this frequency, the timing of the 1.06- 
and 1.32-//m micropulses could be adjusted to assure temporal overlap in the sum-frequency-mixing crystal. 
The FWHM of the micropulses was measured to be ~ 400 and ~ 500 ps for the 1.06- and 1.32-//m oscillators, 
respectively. Intracavity doubling crystals were used to suppress relaxation oscillations [26],[27] of the 
~ 60-/is macropulses produced by the oscillators. Each oscillator contained an etalon for wavelength control 
and either a Brewster plate or a dielectric polarizer to polarize the laser. The 1.32-/im oscillator also contained 
an intracavity dichroic mirror having high reflectivity at 1.06 //m and high transmission at 1.32 fim in order 
to prohibit lasing at 1.06 [im (the small-signal gain at 1.06 //m is ~ 5 times greater than at 1.32 jm\). The 1.06- 
and 1.32-^m laser oscillators had 60 and 40% output couplers with average output powers of ~ 22 and 
~11W, respectively. The output of each oscillator could be amplified by a pair of Nd: YAG amplifiers to yield 
~ 45 and ~ 17 W of polarized 1.06- and \32-jim laser power, respectively. 
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Figure 2-18. Schematic of the 1.06- and 1.32- [lm Nd.YAG laser system for sum-frequency mixing in LiB^05. 

The 1.06- and 1.32-yUm laser beams were combined with a dichroic mirror and focused by a 30-cm-focal- 
length lens to an ~ 160-^im-diam. (l/e2) spot in a 2 x 3.5 x 18.2-jUm LiB3Os crystal. Tighter focusing of the 
incident laser beams was not found to be beneficial, even though the experimentally determined optimum 
beam diameter was found to be 3 times the calculated optimum for second-harmonic generation [28]. The 
nonlinear crystal was oriented for Type I noncritical phase matching, which was achieved by heating the 
crystal to a temperature of 41°C. The radiation propagated along the long dimension of the crystal. 

The sum-frequency-mixing efficiency, using the oscillators alone, as a function of total input power is 
shown in Figure 2-19. The input power of the 1.06-Lim laser was 1.32/1.06 = 1.24 times that of the 132-Lim 
laser (yielding an equal number of photons) at each point measured except the last point, where the ratio was 
1.7. The departure of the last point from the roughly linear dependence of the rest of the data is probably due 
to the imbalance in the number of photons. The final data point corresponds to an input of 21.5 and 12.5 W 
for the 1.06- and 132-Lim lasers, respectively, which yielded 5.2 W of 589-nm radiation. 

30 



20 
172706-15 

I I I 

LiB305 

^ 15 
-? 

2x3.5x 18.2 mm 

• 
•- 

E
F

F
IC

IE
N

C
Y

 

o
 

• 
" 

5 • 

• 
I I I 

10 20 

TOTAL POWER (W) 

30 

Figure 2-19. Sum-frequency-mixing efficiency as a function of total input power. In this experiment, only the output of 
the oscillators was used. The resulting data are roughly linear except for the last data point, at which we were no longer 
able to maintain the ratio of the 1.06- to 132-pm radiation at 1.24. The last data point corresponds to the generation 
of 5.2 W of 589-nm radiation with an input of 21.5 and 12.5 W of 1.06- and 132-pm radiation, respectively. 

Using the amplifiers, we focused 39 and 15 W of 1.06- and 1.32-^m radiation, respectively, into the 
LiB305 and obtained 10.5 W of 589-nm radiation. Under these conditions we obtained an external power 
conversion of 19% and converted 31 % of the 1.32-^im radiation. The average intensity under these conditions 
was about 0.3 MW/cm2, and the peak intensity (at the center of the focused beam and at the time when the 
maximum intensity occurs) was ~ 1 GW/cm2. No photorefractive or physical damage was observed under 
these conditions. 

In summary, we have found that IJB3O5 was able to withstand an average intensity of 0.3 MW/cm2 

without optical or photorefractive damage. Also, we have been able to achieve an average power conversion 
efficiency of 19%, which corresponds to the generation of 11 W of 589-nm radiation. 

K. F. Wall 
N. Menyuk 
T. C. Hotaling 
M. E. Maclnnis 

T. H.Jeys 
J. Korn 
W. A. Seemungal 
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3. MATERIALS RESEARCH 

3.1    LONG-WAVELENGTH Ge^WSi HETEROJUNCTION INFRARED 
DETECTORS AND 400 x 400-ELEMENT IMAGER ARRAYS 

The most highly developed technology currently available for large-area staring infrared focal plane 
arrays utilizes silicide Schottky-barrier detectors [ 1J. Since these detectors are fabricated on Si substrates by 
standard integrated circuit processing techniques, it is possible to manufacture large, highly uniform arrays 
of detectors that are monolifhically integrated with charge-coupled device (CCD) or metal-oxide semiconduc- 
tor readout circuitry. State-of-the-art Schottky-barrier arrays employ PtSi detectors for thermal imaging in the 
3- to 5-/im spectral band [2], Extension of the photoresponse into the long-wavelength infrared (LWIR) 
spectral band, ranging from 8 to 14 jUm, has been demonstrated for IrSi arrays [3]. 

Recently, a new type of Si-based LWIR detector, utilizing internal photoemission over the hetero- 
junction barrier [4] between a heavily dopedp+-GexS\\.x epitaxial layerandap-Si substrate, has been dem- 
onstrated [5], The barrier height (which is determined by the valence-band offset), and therefore the detector 
cutoff wavelength, can be tailored by varying the composition of the GevSii_A layer. Detectors sensitive out 
to at least 10 fxm were fabricated, but even at 4.4 K these devices had dark-current densities in the range from 
2 to 6 x 10"4 A cm"2, values that are much too high for practical applications. 

In this investigation, we have fabricated GeSi detectors, with a range of cutoff wavelengths out to 
16 fj.m, that exhibit nearly ideal thermionic-emission dark-current characteristics. (For convenience, we shall 
generally refer to the generic GexSii_^ alloys as GeSi alloys and to GeSi/Si detectors as GeSi detectors.) We 
have also fabricated 400 x 400-element imager arrays integrating Geo.44Sio.56 detectors, which have a cutoff 
wavelength of 9.3 /mi, with monolithic CCD readout circuitry. These arrays produce high-quality thermal 
images in the LWIR spectral band without uniformity correction. The Geo.44Sio.56 composition was chosen 
in order to permit low-dark-current operation at about 50 K. 

Individual detectors, incorporating GevSi]_r layers 40 nm thick with x = 0.22, 0.33, or 0.42, were 
fabricated onp-Si (100) substrates. The detector structure is similar to that previously reported [6] for silicide 
detectors, except that the GeSi layer replaces the silicide film. The GeSi layers for the individual detectors and 
the detector arrays were grown by coevaporation of Ge and Si sources in a molecular beam epitaxy system. 
The layers were doped with boron to a concentration of ~ 1 x 1020 cm"3. 

The 400 x 400-element imager arrays utilize an interline transfer architecture with a monolithic CCD 
readout multiplexer [7]. Figure 3-1 is a schematic cross section of one pixel. Infrared radiation incident on the 
back side of the Si substrate is absorbed in the GeSi layer by free-carrier absorption, and photoexcited carriers 
are transferred to the buried-channel CCD controlled by a transfer-gate switch. An optical cavity, formed by 
deposition of a dielectric film and an Al mirror, is used to enhance optical absorption in the Geo.44Sio.56 layer, 
which is 15 nm thick. The pixel size is 28 x 28 /urn, and the fill factor is 40%. 

The current-voltage characteristics of GeSi detectors were measured at temperatures between 30 and 
90 K. These devices show ideal forward characteristics, with diode factors between 1.02 and 1.04. The reverse 
characteristics closely follow the ideal thermionic-emission equation [8]. Values of the effective barrier height 
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Figure 3-1. Schematic cross section of single pixel ofGeSi infrared focal plane array. 

y have been determined by activation analysis from the slopes of plots ofJ/T2 vs 1/T, where J is reverse- 
current density and T absolute temperature. Such plots, based on the values of J measured at a reverse voltage 
of 1 V, are shown in Figure 3-2 for detectors with x = 0.42,0.33, and 0.22. The values of ^obtained are 0.125, 
0.095, and 0.078 eV, respectively, corresponding to cutoff wavelengths of 9.9, 13.1, and 15.9 //m. 

Figure 3-3 shows the quantum efficiency vs wavelength curves measured for the three detectors of 
Figure 3-2, all of which were operated at a reverse bias voltage of 2 V, and also for a high-performance IrSi 
detector with i// = 0.127 eV. Like the GeSi detectors, the IrSi detector did not have an optical cavity. In order 
to reduce the dark current, the Geo.42Sio.58 and IrSi detectors were cooled to 50 K, while the Geo.33Sio.67 and 
Geo.22Sio.78 detectors were cooled to 40 and 30 K, respectively. As the wavelength increases above 1 (Jm, the 
quantum efficiency of the IrSi detector decreases monotonically, but the efficiency of the GeSi detectors 
initially increases, reaches a maximum of 0.6 to 1.0% at ~ 3 jim, and then decreases. The initial increase in 
efficiency results from an increase in infrared absorption by the GeSi layer, which occurs because the 
absorption coefficient for free-carrier absorption in semiconductors exhibits a power-law dependence on 
wavelength [9]. Beyond the maximum, the efficiency decreases because the continuing increase in absorption 
is outweighed by the decrease in the probability of photoemission over the GeSi/Si heterojunction barrier as 
the photon energy and therefore the energy of the photoexcited carriers decreases. The decrease in quantum 
efficiency with increasing wavelength for the IrSi detector also results from the decrease in photoemission 
probability. The wavelength dependence of this probability is not the same, however, because the initial free- 
carrier energies extend over a broad continuum in the silicides, which are metallic, while in the semiconduct- 
ing p+-GeSi alloys these energies are restricted to a narrow band just below the Fermi level. 
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Figure 3-2. Plots of JIT2 vs 1 IT for three GeSi detectors operated at a reverse voltage VR of 1 V. 
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Figure 3-3. Quantum efficiency as a function of wavelength for the detectors of Figure 3-2 and an IrSi detector. 
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For wavelengths beyond 3 ;Um, the quantum efficiency is systematically higher for the Geo.42Sio.58 
detector than for the IrSi detector, which has almost exactly the same value of y/. While it is unlikely that the 
intrinsic efficiency of IrSi detectors can be substantially increased, the intrinsic efficiency of the GeSi 
detectors could probably be increased by optimizing the thickness of the GeSi layer and increasing the free- 
carrier absorption by higher boron doping. 

A benchtop imaging camera was used to evaluate the performance of the 400 x 400 arrays, which were 
cooled to a nominal temperature of 53 K, where the dark-current density was ~ 10"8 A cm"2. For operation of 
the output CCD register at 5-MHz clock frequency with a bias charge injection [10] of 20%, the measured 
charge-transfer efficiency was 0.999 per stage. For imaging of near-room-temperature objects, the back- 
ground signal charge exceeds 50%, so no bias charge injection is needed. At operating temperatures below 
50 K, the transfer efficiency degrades severely even with bias charge injection, resulting in poor imager 
operation. 

Figures 3-4(a) and 3-4(b) show thermal images of a 10-K, 4-bar test pattern and a man's face, 
respectively, that were obtained without uniformity correction. The imager was cooled to a nominal 
temperature of 53 K and operated at a frame rate of 30 Hz with an f/2.35 cold shield and a 7.5-jUm long-pass 
filter. Visual inspection of the test pattern shows the minimum resolvable temperature is about 0.2 K. The 
measured responsivity nonuniformity for 295-K background exposure is less than 1% rms. 

(a) (b) 

Figure 3-4. Uncorrected thermal images obtained with 400 x400 GeSi imager array for (a) a 10-K test pattern and 
(b) a man's face. The imager was operated at a frame rate of 30 Hz with an f/2.35 cold shield and a 7.5-^im long-pass 
filter. 
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Like PtSi and IrSi arrays, GeSi arrays have the advantages of excellent uniformity and high yield that 
are associated with silicon-based technology. Furthermore, the cutoff wavelength can be extended to any 
desired value by adjusting the GeSi alloy composition. Development of a readout multiplexer capable of 
efficient operation at temperatures far enough below 50 K would permit the fabrication of very large, high- 
performance GeSi imager arrays with photoresponse out to 16 /ym and beyond. 

B-Y. Tsaur 
C. K. Chen 
S. A. Marino 

3.2    HIGH-EFFICIENCY, HIGH-POWER GalnAsSb/AIGaAsSb DIODE LASERS 
EMITTING AT 2.3 //m 

Double-heterostructure diode lasers incorporating a GalnAsSb active layer and AlGaAsSb confining 
layers lattice matched to a GaSb substrate are being developed to provide emission in the 2- to 5-/mi spectral 
range. Room-temperature CW operation of narrow-stripe GalnAsSb/AIGaAsSb lasers has been achieved by 
two groups [11],[12]. We have previously reported [13] the room-temperature pulsed operation of broad- 
stripe GalnAsSb/AIGaAsSb lasers with an emission wavelength of 2.29 /im. These lasers, with a cavity length 
L = 300 /im, had threshold current density 7th = 1.7 kA cm"2, differential quantum efficiency r/^ = 36%, and 
output power of 290 mW per facet. In this report we describe the pulsed room-temperature operation of such 
lasers with substantially better performance: r]^ = 50% and output power of 900 mW per facet [14]. For L = 
700 [im, these lasers had 7th = 1.5 kA cm"2. 

The GalnAsSb and AlGaAsSb layers were grown by molecular beam epitaxy in the manner described 
previously [ 13],[ 15]. The laser structure consists of the following layers: 0.2-//m-thick «+-GaSb buffer, 2-jUm- 
thick rt-Alo.50Gao.50Aso.04Sbo.96 cladding, 0.4-/im-thick «-Gao.84lno.i6As0.i4Sbo.86 active, 3-/im-thick p- 
Alo.50Gao.50Aso.04Sbo.96 cladding, 0.05-^m-thickp+-GaSbcap. The active layer composition was selected for 
lasing at 2.3 jum. The carrier concentrations in the n- and p-AlGaAsSb cladding layers are about 1 x 1017and 
6 x 1016 cm"3, respectively. 

Lasers 300 [im. wide were fabricated by the technique used previously [13] and probe tested under 
pulsed operation at room temperature. Figure 3-5 shows the emission spectrum of a laser with L = 300 /xm. 
The spectrum has multiple longitudinal modes with the peak located at 2.275 \xm. From the mode spacing of 
about 2.3 nm, the group refractive index n* is about 3.71, where n* = n[ 1 - {Xln){dnldk)\, n is the effective 
refractive index of the double heterostructure, and A is the wavelength. Figure 3-6 shows the light output vs 
current measured using 200-ns pulses for another laser with L = 300 /urn. The value of ty is 50%, and the 
maximum power is 900 m W per facet obtained at 9 A. These are the highest room-temperature values obtained 
for any semiconductor laser emitting beyond 2 jj.m. 

Figure 3-7 shows the dependence of 7th on L. As L increases from 300 to 700 |/m, Jt^ decreases from 
1.85 to 1.5 kA cm2, which is equal to the lowest reported value for GalnAsSb/AIGaAsSb lasers [11]. 
Figure 3-8 is a plot of 77/' vs L obtained using 500-ns pulses. The value of r\d decreases from 47% for 
L = 300 /urn to 27% for L = 700 fim. From the slope of the line drawn through the data points, the internal loss 
coefficient is calculated to be 43 cm"1, which is comparable to values obtained for GalnAsP/InP double- 
heterostructure lasers. The internal quantum efficiency obtained from the y-intercept is 100%. 
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Figure 3-5. Emission spectrum of GalnAsSb/AlGaAsSb diode laser for pulsed operation at room temperature. 
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Light output vs current curves were measured at temperatures from -120 to 20°C for a laser with 
L = 300 fim. Figure 3-9 showsJth as a function of temperature. At -120°C, 7th = 190 A cm"2. The characteristic 
temperature T is 75 K near -120°C and 50 K near 20°C. These values are comparable to the best values that 
have been reported for GalnAsSb/AlGaAsSb lasers [11],[16]. 
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3.3     ROLE OF GaAs BOUNDING LAYERS IN OMVPE GROWTH 
OF STRAINED-LAYER InGaAs/AlGaAs DIODE LASERS 

Diode lasers containing a strained InGaAs quantum-well active layer are attracting great interest 
because these devices can exhibit significantly better performance and lower degradation rates than GaAs/ 
AlGaAs lasers. In addition, the emission wavelength can be extended from 870 nm for GaAs active layers to 
about 1.1 fim for InGaAs layers [17]. The performance of the strained-layer lasers depends on both the device 
structure and the epitaxial growth procedure. Besides the InGaAs active layer, the basic structure typically 
includes AlGaAs or GaAs confining layers, AlGaAs cladding layers, and GaAs buffer and contact layers. 
High-performance devices have been grown by both organometallic vapor phase epitaxy (OMVPE) [ 18]-[21 ] 
and molecular beam epitaxy [22],[23]. In all cases, the InGaAs layer was grown at a temperature much lower, 
generally by 100 to 200°C, than the temperature used for the AlGaAs layers. Before and after deposition of 
the InGaAs layer, alloy growth was interrupted while the substrate temperature was being decreased and 
increased, respectively, and thin lower and upper GaAs bounding layers sandwiching the InGaAs layer were 
grown during the two alloy growth interruptions. 
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In two of the earlier studies [19],[21], it was shown that the GaAs bounding layers produce a strong 
improvement in InGaAs/AlGaAs laser performance. In the second of these studies, we compared the pulsed 
operating characteristics of graded-index separate-confinement heterostructure single-quantum-well 
(GRINSCH-SQW) lasers having an Ir^ 25Gag 75 As active layer that were grown by OMVPE with and without 
10-nm-thick bounding layers. For broad-area devices with a cavity length of 500 fim, incorporation of these 
layers decreased the threshold current density Jlh from 550 to 125 A cm"2 and increased the differential 
quantum efficiency r/^ from 46 to 80%. 

The present investigation was undertaken to determine the role of the bounding layers in improving 
InGaAs/AlGaAs laser performance. Initial experiments on GRINSCH-SQW lasers showed that this perfor- 
mance is influenced more by the upper bounding layer than by the lower one. Further experiments on InGaAs/ 
GaAs test structures showed that the role of the upper bounding layer is to prevent the loss of In from the 
InGaAs layer by evaporation during the time when the substrate is being heated to the temperature required 
for growing the upper AlGaAs and GaAs layers. 

The GRINSCH-SQW structures and test structures were grown on GaAs substrates in a vertical 
rotating-disk OMVPE reactor [24] by using the technique described previously [21]. Figure 3-10 is a 
schematic diagram of the GRINSCH-SQW structure, which has an In0 25GaQ 75As active layer. The substrate 
temperatures used in growing this structure were selected on the basis of experiments that had been performed 
to establish the optimum conditions for deposition of GaAs, AlGaAs, and InGaAs. First, the GaAs buffer and 
lower AlGaAs cladding and confining layers were grown at 800°C. Alloy growth was then interrupted for 
~ 3 min while the temperature was lowered to 640°C. The lower GaAs bounding layer (if one was used) was 

1 \im 
n-AIGaAs 

1 pm 
p-AIGaAs 

0.1 pirn 
p+-GaAs 

7 nm 
InGaAs 

Figure 3-10. Schematic diagram showing structure of InGaAsIAlGaAs GRINSCH-SQW diode laser. 

41 



deposited during this time. After growth of the InGaAs active layer at 640°C, alloy growth was again 
interrupted for ~ 3 min, and the upper bounding layer (if one was used) was deposited while the temperature 
was increased to 800°C. The upper AlGaAs confining and cladding layers were grown at 800°C, and the 
temperature was lowered to 640°C for growth of the p+-GaAs cap layer. During all growth interruptions, a 
flow of arsine was maintained to prevent formation of a metal-rich surface. 

Table 3-1 compares the properties of five GRINSCH-SQW structures with upper and lower GaAs 
bounding layers of various thicknesses. Bounding layers 10 nm thick were grown in seven deposition steps 
with an interruption time of about 20 s between successive depositions, while 2- and 2.5-nm-thick bounding 
layers were grown in one step. For each structure, broad-stripe lasers were fabricated and tested in the manner 
described previously [21]. Scanning electron micrographs of the surface of structures A and E are shown in 
Figure 3-11, and room-temperature photoluminescence (PL) spectra for all but structure B are shown in 
Figure 3-12. Structure A, with upper and lower bounding layers both 10 nm thick, had the best properties. This 
structure had smooth surface morphology, the strongest PL peak (indicating the best InGaAs crystal quality), 
the lowest 7th (114 A cm"2), and the highest ty (80%). (Almost the same operating characteristics were 
obtained previously for lasers of similar GRINSCH-SQW structure that also had 10-nm-thick upper and lower 
bounding layers [21].) The properties were almost as good for the other two structures with an upper bounding 
layer 10 nm thick, which had either a lower bounding layer only 2.5 nm thick (structure B) or no lower 
bounding layer at all (structure C). In comparison to structure A, these structures had equally smooth surface 
morphology and the same value of r/</, but their PL intensities were somewhat lower and their Jth values somewhat 
higher. 

TABLE 3-1 
Effect of Upper and Lower GaAs Bounding Layers on Laser Structures 

Boundary Layer 

Laser 
Thickness 

Surface Relative 4h Vd Lower        Upper 
Structure (nm)          (nm) Morphology PL (A cm2) (%) 

A 10                10 Smooth 1 114 80 
B 2.5              10 Smooth 0.94 124 80 
C 0                 10 Smooth 0.74 130 80 
D 10                   2 Rough 0.52 129 78 
E 10                   0 Rough 0.44 216 66 

For the two structures that had a 10-nm-thick lower bounding layer but for which the upper bounding 
layer was either only 2 nm thick (structure D) or omitted altogether (structure E), the surface morphology was 
rough and the PL intensity considerably lower than for structures A, B, and C, while f]d was reduced to 78 and 
66%, respectively. For structure D, 7th (129 A cm"2) was almost the same as for structure C (130 A cm"2). For 
structure E, however, 7th increased sharply to 216 A cm"2. Thus, the omission of the upper bounding layer 
produces a much larger increase in 7th than omission of the lower bounding layer (as in structure C). However, 
the increase is greatly reduced by the deposition of an upper bounding layer only 2 nm thick in one step 
immediately after InGaAs growth (as in structure D). 
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Figure 3-11. Scanning electron micrographs showing surface morphology of (a) GR1NSCH-SQW structure A and 
(b) GRINSCH-SQW structure E. 
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Figure 3-12. Room-temperature PL spectra for GRINSCH-SQW structures A, C, D, and E. For each sample the 
thicknesses (in nanometers) of the lower and upper GaAs bounding layers, respectively, are given by the first and second 
numbers in parentheses (see Table 3-1). 

In view of the importance of the upper bounding layer in achieving the best laser performance, we have 
employed an InGaAs/GaAs SQW test structure to investigate the role played by this layer. Figure 3-13 is a 
schematic cross-sectional diagram of the test structure, which consists of a 0.5-/m>thick GaAs lower layer, 
a 10-nm-thick Ino.25Gao.75As quantum well, and a 20-nm-thick GaAs upper layer. Most of the lower GaAs 
layer was grown at 800°C. The substrate was then cooled to 640°C over a period of several minutes without 
interrupting GaAs growth. Next, the InGaAs layer was grown at 640°C. Two different procedures were 
followed for growing the upper GaAs layer. For sample A, this layer was deposited at 640°C with no growth 
interruption. For sample B, growth was interrupted for 4 min while the substrate was heated to 800°C under 
a constant arsine flow, and the upper GaAs layer was then deposited at 800°C. Thus, the treatment of the 
InGaAs layers in samples A and B was similar to the treatment of the active layers in the GRINSCH-SQW 
laser structures grown with and without an upper bounding layer, respectively. 

Scanning electron micrographs comparing the surface morphologies of samples A and B are shown in 
Figure 3-14. Consistent with the results for the GRINSCH-SQW structures, the surface of sample A is smooth 
and featureless, while that of sample B is rough. Room-temperature PL spectra for the two samples are shown 
in Figure 3-15. Although the wavelength of the peak is about the same in the two spectra, the peak for sample 
B is broader and only about half as intense as that for sample A. The broadening can be attributed to the poorer 
surface morphology. The reduction in intensity, which is also observed for the GRINSCH-SQW structures 
without an upper bounding layer, indicates an increase in the density of nonradiative recombination centers. 
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Figure 3-13. Schematic cross-sectional diagram oflnGaAslGaAs test structure. 
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Figure 3-14. Scanning electron micrographs showing surface morphology of (a) test-structure sample A and (b) test- 
structure sample B. 
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Figure 3-15. Room-temperature PL spectra for test-structure samples A and B. 
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Figure 3-16.  Depth profiles of In concentration, obtained by Auger electron spectroscopy combined with Ar-ion 
sputtering, for test-structure samples A and B. 
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The dependence of In concentration on depth below the surface was measured for samples A and B by 
means of Auger electron spectroscopy in combination with Ar-ion sputtering. The measured depth profiles 
are shown in Figure 3-16, where the intensity of the In Auger peak is plotted against sputtering time. The 
profile for sample A is symmetric, while the profile for sample B is broadened at the upper InGaAs/GaAs 
interface and shows a reduction in In content. This reduction can be attributed to the evaporation of In from 
the InGaAs layer of sample B during the time when the temperature was being increased prior to the deposition 
of the upper GaAs layer. For sample A, on the other hand, deposition of the upper GaAs layer immediately 
after InGaAs growth prevented the loss of In and the associated surface roughening. We conclude that the 
same mechanism is responsible for the improved performance of the GRINSCH-SQW lasers with an upper 
GaAs bounding layer. 

C. A. Wang H. K. Choi 
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4. SUBMICROMETER TECHNOLOGY 

4.1    LARGE-AREA MOSAIC DIAMOND FILMS APPROACHING 
SINGLE-CRYSTAL QUALITY 

Despite diamond's excellent electrical properties [ 1 ], the inability to obtain large-area single-crystal 
diamond films has limited the development of diamond device technology. Several attempts to obtain such 
films by heteroepitaxy have been unsuccessful, and only recently has heteroepitaxy over very limited areas 
of < 10"4 cm2 been reported. Hirabayashi et al. [2] used lithographic techniques to control diamond nucleation 
and growth, but these methods produced only polycrystalline films. In this report, we discuss a lithography- 
based technique that produces arbitrarily large area mosaic films that approach single-crystal quality. These 
films are grown from oriented single-crystal seeds ~ 100 /urn in size that deviate from the average crystal 
orientation by a few degrees or less. This deviation results in low-angle grain boundaries, yet for many 
electrical properties the films are believed to be equivalent to single-crystal diamond films. 

The films are produced by first etching relief structures into a Si substrate. The structures match the 
characteristic shape of macroscopic (11 l)-faceted diamond seed crystals. The seed crystals are then deposited 
from a fluid medium or slurry and become fixed and oriented in the etched structures. Subsequent growth of 
the diamond seed crystals using chemical vapor deposition leads to coalescence and, eventually, a continuous 
film. This approach of forcing microcrystals to settle out from a fluid medium onto a relief pattern 
corresponding to the external shape of the microcrystal is called artificial epitaxy, or diataxy, and was first 
described by Sheftal [3]. It differs from the approach of Filby and Nielsen [4], who proposed relief-structure- 
induced oriented nucleation, a process in which relief structures are used to induce recrystallization or 
preferential growth [5]. The latter approach, which can be applied to a wide range of materials, including liquid 
crystals, and which is generally referred to as graphoepitaxy, does not utilize faceted crystals. 

In the technique described here, Si substrates with (100) orientation are patterned and etched to form 
either a (111 )-faceted sawtooth-profile grating or a square array of inverted pyramidal pits that match 
commercially available (11 l)-faceted diamond seeds. Patterning is accomplished by first growing a 100-nm- 
thick thermal Si02 film on the Si substrate. The Si02 is then patterned using standard photolithographic and 
etching techniques to form either a grating, with its axis aligned to the (110) in-plane direction of the substrate, 
or a square array of similarly oriented regularly spaced square openings (90 /xm on a side) on 100- or 200-/im 
centers. With the Si02 as a mask, the Si substrate is then immersed in a water solution of 10% (CH3)4NOH 
at 90°C. This solution is very selective, etching the Si (100) planes at least 1000 times faster than the (111) 
planes. After the etching is completed, the Si02 is removed in a HF solution. This procedure results in a 
substrate whose surface consists primarily of intersecting (111) planes. 

The faceted diamond seeds, which are produced by a high-pressure process, are obtained from General 
Electric or De Beers. The seeds measure 75 to 100 fim in diameter and are faceted on (111) planes. They are 
cleaned by immersion in NaN03 at 350 to 400°C for 10 min and in a concentrated solution of HF and HNO3 
for 10 min, and are then rinsed in deionized water and acetone and dried. The diamonds are deposited on the 
substrates from a slurry of seeds in a 0.01% solution of a novolac polymer and a cellosolve solvent. The 
addition of a polymer glues the seeds in the etched structures and prevents their falling out during later 
processing. Following the seeding, the liquid carrier is removed from the substrate by heating. 
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The crystal orientation depends upon the patterning of the substrate. For the (111 )-faceted seeds used 
in these experiments, a (111) texture is obtained on smooth surfaces and a (100) texture on patterned 
substrates. The degree of texturing can be determined from the distribution of the (100) crystal axes of the 
seeds about the (100) axis of the Si substrate, as shown in Figure 4-1. The half-width at half-maximum 
(HWHM) of the distribution is defined as the tip angle. Tip angles are between 0.2 and 0.8° for substrates 
patterned with etched pyramidal pits and between 1 and 5° for grating-patterned substrates. 
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Figure 4-1. X-ray diffraction from the (400) plane of diamond seeds on a pit-patterned Si substrate as a function of the 
angle between the (400) axis of the Si substrate and the axis bisecting the primary and diffracted x-ray beams. The tip 
angle (HWHM) of the diamond seeds is ~ 0.35°. The x-ray diffraction from the Si substrate is intended to show the 
resolution of the system and is not to scale. 

The average in-plane orientation of the seeds was also determined by x-ray diffraction. The (100) axis 
of the Si substrate was tipped 24.2° from the plane formed by the incoming and diffracted x-ray beams to obtain 
diffraction from the (311) of diamond planes. In-plane angular distribution was then obtained by plotting the 
x-ray diffraction intensity as a function of rotation angle about the Si (100) axis, as shown in Figure 4-2. The 
spread angle, which is the HWHM of the x-ray intensity from the (311) planes, varies from 0.8 to 5° for 
substrates with etched pyramidal pits and is larger for grating-patterned substrates. 
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Figure 4-2. (a) X-ray diffraction from the {311} planes of diamond on a seeded substrate as a function of rotation in 
the substrate plane, (b) Expanded view of the x-ray diffraction intensity centered about 2 70°. The x-ray diffraction from 
a (311) Si plane is superimposed. 

From inspection, the compliance, or percentage of etched-pit structures containing properly oriented 
diamond seeds, is from 60 to 98%. The compliance depends upon the seed facet smoothness, the dimensions 
of the patterned structures, and the seeding technique. The best results are achieved with etched pits that are 
just large enough for the top of an embedded seed to be level with the top of the pit. After seeding, larger pits 
often contain more than one seed while smaller pits may be empty. Gentle agitation of the seeds on the 
substrate can improve compliance, but this technique is not yet established. 

To grow a continuous diamond film, the seeded substrates are heated to 350°C before chemical vapor 
deposition to evaporate and carbonize any remaining organic material trapped behind the seeds in the pits. The 
samples are then cleaned in an 02 plasma to minimize undesirable seeding from submicrometer-diameter 
crystals between the larger, oriented seeds. Figure 4-3 shows scanning electron micrographs of samples before 
and after hot-filament [6], coalescing epitaxial overgrowth. The seeds coalesce over the randomly oriented 
microcrystals between the oriented seeds until only the oriented seeds are visible. 

In summary, we have developed a simple technique to orient faceted single-crystal diamond seeds on 
substrates. These seeds can be used as the starting material for epitaxial diamond growth to form large-area, 
continuous mosaic diamond films with crystallographic properties approaching those of single-crystal 
diamond. Although this technique uses relief structures etched in a single-crystal Si substrate, any substrate 
in which structures with similar orientation can be formed could be used to orient diamond seeds for 
subsequent overgrowth. The low-angle grain boundaries found in the films described here are often no worse 
than those present in so-called single-crystal, natural diamond substrates. We believe that such boundaries will 
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Figure 4-3. Scanning electron micrographs of (a) a diamond-seeded Si substrate having an array of pyramidal pits with 
one unseeded pit in the second column from the right, and (b) a similar sample after epitaxial diamond overgrowth to 
~ 240 /dm (80 h), where the effect of missing seeds can be seen as holes in the film. The micrographs are to the same scale. 

not affect the electrical properties of majority carrier devices, since similar boundaries in Si films do not affect 
majority carrier devices. The crystalline quality of these diamond films is expected to improve with more 
uniformly shaped, smoother-faceted diamond seeds and with growth techniques better suited for coalescent 
growth. 

M. W. Geis 
H. I. Smith* 

4.2    SILYLATION OF RESISTS EXPOSED BY FOCUSED ION BEAMS 

The use of silylation processes has extended the resolution of optical lithography beyond that attainable 
with conventional resist processing [7],[8]. Since the resist need not be exposed through the entire thickness 
the problems of reflectivity are reduced, and a shallower depth of focus can be tolerated. In a silylation process, 
silicon is incorporated into either the exposed or unexposed regions. The pattern is then developed by oxygen 
plasma etching rather than by a liquid solvent. For silylation processing of novolac/diazoquinone photoresists 
at typical exposure wavelengths (436 and 365 nm), thermal crosslinking of the unexposed resist is used to 

* MIT Department of Electrical Engineering and Computer Science. 
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generate diffusion selectivity [9]. This results in negative-tone imaging after plasma development. To achieve 
positive-tone imaging, resists have been developed that crosslink upon exposure, in which case the silicon 
diffuses more readily into the unexposed areas [10],[11]. These materials have been developed for 248-nm 
and electron-beam lithography but find application in 193-nm lithography as well [12]. 

Ion-beam lithography has generally relied upon poly(methyl methacrylate) (PMMA) as a resist, 
although novolac/diazoquinone materials have also been used [13]. These are generally solvent developed 
after exposure, so the ion species and energy must be chosen to expose the resist through the entire film 
thickness to ensure complete development. Thus, Be ions [13],[14] at 260 and 280 keV have been used, as 
well as H and He ions [15],[16], and heavier ions such as Si and Gahave been employed with very thin resists 
[17],[18]. In addition, penetration of the ions into the substrate may be an undesirable side effect. We report 
here a novel process of silylating resists exposed using focused ion beams (FIB), where exposure may be 
confined to the upper 100 nm of the resist. 

The process for silylation of FIB-exposed resists is shown schematically in Figure 4-4. Exposure of the 
resist by the ion beam results in crosslinking, which hinders the diffusion of the silicon-containing reagent 
during the silylation. Development in an oxygen reactive ion etching (RIE) plasma selectively removes the 
crosslinked areas, which have no silicon, resulting in a positive-tone image. 

FOCUSED-ION-BEAM 
EXPOSURE 

CROSSLINKED 

SILYLATION 
DMSDMA, 80TO100°C 

SILYLATED 

OXYGEN RIE 
DEVELOPMENT 

w u; \\\ w ;u 

SiO, 

is*     m     i m i " j       iS 

w/A Y////A m 
Figure 4-4. Schematic representation of the process for silylation of FIB-exposed resists. 
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In our experiments, a novolac-based resist (SAL 601) was used, which contains a photoacid generator 
and a crosslinking reagent. Exposure to radiation produces an acid that catalytically crosslinks the resist, 
leading to very high sensitivities. This resist generally relies upon postexposure baking in the range from 110 
to 170°C, which triggers the crosslinking reaction [19]. For the results reported here, a postexposure baking 
step was not used. 

The exposures were performed in a FIB system with a maximum accelerating voltage of 150 kV using 
either a Be/Si/Au alloy or a Ga liquid-metal ion source. The pattern used consisted of 50 x 50-fim squares and 
fine lines and was exposed at doses incremented between 1 x 1012and 1 x 10l4ions/cm2. Acceleration voltages 
between 40 and 120 kV were used, and mass/energy selection from the alloy source permitted doubly ionized 
or dimer species. Thus, ion energies between 20 and 240 keV were available. The silylation was carried out 
in a heated chamber by exposure to 10 Torr of dimefhylsilyldimethylamine (DMSDMA) at 80°C for 1 min. 
The development was performed in a parallel-plate oxygen RIE plasma at a pressure of 10 mTorr and a dc bias 
of-200 V. Unsilylated resist etched at 40 to 50 nm/min under these conditions. 

Table 4-1 summarizes the sensitivity found for the resist across the range of ion species and energies. 
Sensitivity is defined as the dose required to prevent silylation (and thus permit reactive ion etching) in a 
patterned area consisting of a 50 x 50 //m square. While 1-jUm lines could be patterned at the same doses, 
slightly higher doses were required to print 0.25-jUm lines. For example, exposure with 240-ke V Si++ required 
a dose of 9 x 1012 ions/cm2 for the large square and l-/im features, while a dose of 3 x 1013 ions/cm2 was 
needed to print the 0.25-/im lines. This well-known effect results from the cumulative dose from the tail of 
the ion-beam profile for large areas. 

TABLE 4-1 

Sensitivity of SAL 601 Resist for a Range of Ion Species 

Beam 
Voltage 
(keV) 

Dosage (ions/cm2) 

Be Si Ga Au 

50 

80 

100 

120 

240 

8 x 1012 

2 x 1013 

4x 1012 

5x 1012 

7x 1012 

9 x 1012 

4 x 1012 

5x 1012 

5x 1012 

3 x 1012 

2 x 1012 

2 x 1012 

3 x 1012 

As expected, the sensitivity improved as heavier ions or lower energies were used, resulting in a 
greater energy deposition density. The energy dependence seemed stronger for the lighter ions, while 
essentially no difference was seen for Au ions. Previous results using SAL 601 exposed by FIB with 260-keV 
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Be ions for solvent-based development have shown even higher sensitivity than our studies with Be 
ions; a dose of 2 x 1012 ions/cm2 with postexposure baking at 105°C for 7 min has been reported [13]. The 
increased sensitivity can be attributed to the postexposure baking process. Figure 4-5 shows a scanning 
electron micrograph of 80- and 100-nm lines patterned in the resist using 240-keV Be++ at a dose of 8 and 
9 x 1013 ions/cm2, respectively. This is near the resolution limit of the exposure tool, which has printed 50- 
nm lines in thin PMMA [14]. 

100 nm 

Figure 4-5. Scanning electron micrograph of 80- and 100-nm lines patterned in SAL 601 with a single beam pass of 
240-keV Be++ at a dose of 8 and 9 x 10^ ions/cm2, respectively. Silylation was carried out at 100°C for this sample. 

When conventional wet-developed resist is FIB exposed no proximity effect is observed [13], while in 
electron-beam lithography the proximity effect is a well-known impediment. The proximity effect with 
electron beams appears to be even more severe with a silylation process than with conventional processing 
[20]. This is attributed to the catalytic nature of the crosslinking of the resist, which results from the absence 
of the mitigating effect of nonlinearity (high contrast) that occurs with conventional resists. The lack of the 
proximity effect for the silylated acid-catalyzed resist exposed with a dose of 4 x 1013 ions/cm2 using 
240-keV Be++ is evident in Figure 4-6. Minimal linewidth change is seen between the section in which the 
line is isolated (0.5 [im wide) and the section in which it is written between two 5 x 5-jXva pads spaced 0.3 fim 
to either side. 

Processes using FIB exposure systems have generally been perceived as slow relative to electron-beam 
processes. Direct processing often requires doses in the 1014-ions/cm2 range, and while FIB lithography can 
exhibit sensitivities in the 1012-ions/cm2 range, the low-mass sources required for complete penetration of the 
resist do not exhibit the brightness of alternative sources such as Ga. The silylation process described here is 
well suited for such a high-mass source, and it can take advantage of the increased current density without 
resorting to a thin imaging resist as part of a multilayer process. 
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Figure 4-6. Scanning electron micrograph of a 0.5-pJn line patterned in SAL 601 using 240-keV Be++ at a dose of 4 x 
1013 ions/cm2. The pattern changes from an isolated line to one separated from 5 x5-p\m exposed areas by 0.3 /J/n on 
either side. 

Table 4-2 compares the writing times for the FIB silylation process to the times for both electron beams 
and ion beams in conventional resists. The results for electron beams were obtained with a field emission 
system, which yields the highest available current density [21]. Actual experimental conditions are given, 
except as indicated. Although the beam currents in the table are those used to write fine features, the sensitivity 
values are for large areas. (As described earlier, single lines often require a larger dose, but this is hard to 
specify per unit area.) Since low-energy Ga+ ions can be used for the silylation process, high current densities 
are available. Thus, the projected writing time per unit area for the FIB silylation process is a factor of 5 lower 
than previous FIB results and a factor of 2.5 lower than the fastest projected writing time for electron beams. 

In summary, a silylation process has been developed for FIB-exposed resists. This approach eliminates 
the requirement for exposure completely through the resist film, and it can simplify multilayer processes and 
take advantage of alternative, brighter FIB sources. A wide selection of ion species and energies has been 
successfully used, from 280-keV Be ions with a range > 1 fim to 20-keV Au ions with a range < 50 nm. 
Resolution has been obtained below 100 nm, and diffusion of silicon is not perceived as a limitation for 
resolution. The lack of a proximity effect has also been demonstrated for this process. Thus, FIB patterning 
with silylation presents an attractive alternative to electron-beam lithography for x-ray mask making and 
direct writing on a wafer. 

M. A. Hartney J. S. Huh 
D. C. Shaver J. Melngailis 
M. I. Shepard 

56 



TABLE 4-2 
Comparison of Observed and Projected Electron-Beam and Ion-Beam Writing Times 

Minimum Writing Time 
Feature over Large 

Size Area 
Sensitivity Beam Current (Aim) (s/mm2) 

Electron beam* 
Novolac 25 pClcm2 0.78 -> 3.0 nA* 0.1 320 -> 83 
PMMA 150/iC/cm2 1.17nA 0.075 1300 

Ion beam 
Novolac [13] SAL 601 (negative) 1012 ions/cm2 

(Be++, 260 keV) 
20pA+ 0.1 170 

PMMA [14] 1013 ions/cm2 

(Be++, 280 keV) 
20 pA 0.05 1700 

Silylation SAL 601 (positive) 1013 ions/cm2 

(Be++, 280 keV) 
20 pA 0.08 1700 

Silylation SAL 601 (positive) 4 x 1012 ions/cm2 

(Ga+, 49 keV) 
200 pA [22]+ o.it 33 

*25-kV field emission [21]. 
tProjected. 
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5.1 

5. HIGH SPEED ELECTRONICS 

GaAs MISFET WITH A LOW-TEMPERATURE-GROWN EPITAXIAL LAYER 
AS THE INSULATOR 

A high-resistivity GaAs epitaxial layer grown by molecular beam epitaxy at low temperature has been 
utilized as the buffer layer in a metal-semiconductor field-effect transistor (MESFET) to reduce sidegating 
[1]. Such layers are grown at a substrate temperature of 200°C, which is significantly lower than the 580°C 
typically used to grow high-quality GaAs. Recently, a low-temperature (LT) GaAs layer has been used as the 
insulating gate in a GaAs metal-insulator-semiconductor FET (MISFET). Compared with a MESFET, a 
MISFET has a higher gate breakdown voltage and lower forward-bias gate current, which result in a greater 
power handling capability. Our MISFETs made with the LT GaAs layer have demonstrated the highest power 
density reported to date for GaAs-based FETs. 

The epitaxial layer structure of the GaAs MISFET is shown in Figure 5-1. All layers were grown at 
580°C, except for the buffer layer and the gate insulating layer, which were grown at 200°C. The device was 
fabricated with our standard MESFET process. Ohmic contacts were formed by etching through the top 
LT GaAs and Al As layers and then depositing Ni/Ge/Au contact pads directly on the conducting rt-GaAs layer. 
Ti/Au was used for the gate metallization and was deposited on the top LT GaAs layer without a gate recess. 
The gate length, drain-source spacing, and gate width are 1.5,6, and 600/im, respectively. Proton implantation 
was used to isolate the devices, and the substrate was thinned to 175 /xm to achieve reasonable heat sinking. 

200°C LT GaAs 

UNDOPED AlAs 

n-GaAs 
(Nd = 4x1017cnr3) 

UNDOPED AlAs 

200°C LT GaAs 

UNDOPED GaAs 

SEMI-INSULATING 
GaAs SUBSTRATE 

0.2 pm 

>-  10nm 

• 0.1 pm 

V 10nm 

r 1.0 pm 

h 0.3 pm 

Figure 5-1. Schematic cross section of the epitaxial layer structure of the GaAs MISFET. 
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Typical dc current-voltage (I-V) characteristics of the GaAs power MISFET are shown in Figure 5-2. 
The transconductance gm is ~ 120 mS/mm of gate width, and the maximum density of the drain-source current 
/DS reaches 750 mA/mm at a drain-source voltage VDS of 4 V and a gate-source voltage VGS of 2 V. This 
density is about a factor of 2 higher than is typically used in GaAs power MESFETs. The gate reverse- 
breakdown voltage of the MISFET is 42 V, which is much higher than the ~ 15V typical for a MESFET. The 
gate of the MISFET requires a forward bias of 9.3 V to reach the 1-mA/mm gate current seen at 0.6 V in a 
conventional MESFET. Therefore, the LT GaAs MISFET has a much greater resistance to gate burnout, 
allowing an expanded dynamic range. 

Figure 5-2. IQ^DS characteristics of a 600-^vn-wide GaAs MISFET. The upper trace is for VGS = 2 V. 

Typical values of the maximum frequency of oscillation/max and the unity-current-gain frequency fy 
for the GaAs MISFET are 14 and 8.5 GHz, respectively. These numbers are comparable to those for a 
MESFET with similar device dimensions. Continuous-wave power measurements were performed on 
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600-/jm-wide MISFETs at 1.1 GHz. The resulting output power and power-added efficiency as a function 
of the input power are shown in Figure 5-3. For each drain bias the matching circuits were tuned for maxi- 
mum output power. At VQS = 18.5 V, the GaAs MISFET delivered a maximum output power of 940 mW 
(1.57-W/mm power density) with 4.4-dB gain and 27.3% power-added efficiency. This power density 
exceeds the highest value (1.4 W/mm) previously reported for GaAs-based FETs [2]. The highest power- 
added efficiency for the MISFET was 31.4% with 6.1-dB gain, measured at an input power of 194 mW. 
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Figure 5-3. Measured output power and power-added efficiency vs input power for a GaAs MISFET. 

Preliminary test results on the GaAs MISFET indicate that it could also be an excellent microwave 
switch. In addition, with their high forward turn-on voltage, GaAs MISFETs used in digital integrated circuits 
would allow a larger logic swing and noise margin than are found in conventional MESFET circuits. 

C. L. Chen 
F. W. Smith 
L. J. Mahoney 

M. J. Manfra 
B. J. Clifton 
A. R. Calawa 
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5.2     MAGNETOOPTICAL STUDY OF DONOR LEVEL CROSSING 
IN TIPPED GaAs/AlGaAs QUANTUM WELLS 

Donor level crossing in quantum wells has been investigated using the photoconductivity method in 
conjunction with far-infrared (FIR) laser sources [3]. To achieve photoconductive detection in GaAs films, 
an electric field is applied in the plane of the sample, which is held at liquid-He temperatures. Optical 
excitation of donors is detected as a change in sample conductivity. Employing this method, which is capable 
of extreme sensitivity in the detection of donor absorption in bulk epitaxial GaAs, we obtained relatively sharp 
spectral lines with high signal-to-noise ratios in quantum-well samples. This allowed us to explore, with high 
precision, differences between the spectra of shallow donors in GaAs quantum wells and in bulk GaAs. In 
particular, we made a critical study of an effect that has not previously been reported, namely, the anticrossing 
of two p-like levels of donors in the center of a quantum well. 

In the limit of an infinitely wide well, the energy levels of a donor in the center of the well must become 
indistinguishable from those of a bulk donor. Here, we identify the energy levels of the donor in the center 
of the well by the label we attach to bulk states into which the well state adiabatically evolves as the quantum- 
well width is slowly increased to infinity, with the donor always remaining in the center of the well. This 
labeling scheme does not lead to ambiguities for any of the states of interest described below. 

Many interesting differences exist between the spectra of hydrogenic donors confined in the center of 
a one-dimensional quantum well and those of hydrogenic donors in bulk GaAs (the latter behave very nearly 
like weakly bound hydrogen atoms [4],[5]), and these differences persist even for wells as wide as several 
donor Bohr radii. For example, the spectra of (isotropic) bulk donors depend only on the strength of the 
magnetic field, whereas well-donor spectra depend on both the magnitude of the field and the angle 9 that it 
makes with the normal to the plane of the well. Another difference between bulk- and well-donor spectra is 
that at zero magnetic field the well potential lifts certain degeneracies that exist for a spinless electron in the 
Coulomb field of a point positive charge in vacuum. States having the same principal hydrogenic quantum 
number n, but labeled by different values of orbital angular momentum /, are not degenerate for the donor in 
the well. For example, the 2p levels of the well are not degenerate with the 2s level. In addition, the quantum- 
well barriers break the degeneracy of states with the same n and / but different magnitudes of the quantum 
number M (where M is the projection of the orbital angular momentum on the z-axis). Thus, at zero magnetic 
field the 2po level always lies above the degenerate 2p+i and 2p.\ levels in a quantum well, whereas all three 
levels are degenerate in the simple hydrogenic model. 

The splitting of these levels in the well results in a wealth of level crossings that occur as a function of 
magnetic field strength for 0=0°. Of special interest is the crossing between the 2p+1 and 2p0 levels. Since 
M remains a good quantum number in magnetic fields along the z-axis (9-0°) and since these levels have 
different M values, they may cross. However, if the sample is tipped (9*0°), M is no longer a good quantum 
number and the levels can no longer cross, resulting in an anticrossing due to the presence of a nonzero 
component of the field in the plane of the well. This component couples the 2p+i and 2/?o levels, causing them 
to "repel" each other. 

GaAs/AlGaAs quantum-well samples were grown using elemental-source molecular beam epitaxy. 
Each sample consisted of a (lOO)-oriented semi-insulating liquid-encapsulated Czochralski substrate with the 
following epitaxial layers: an unintentionally doped GaAs buffer layer, an unintentionally doped Alo.2Gao.8As 

62 



buffer layer, a 25-period quantum-well structure with 35-nm-thick Alo.2Gao.8As barriers and center-doped 
~ 50-nm-wide GaAs quantum wells, an unintentionally doped 100-nm-fhick Alo.2Gao.8As isolation layer, and 
an unintentionally doped 10-nm-thick GaAs cap layer. The center third of the quantum wells was lightly doped 
(5 x 1015 cm"3) with silicon donors. Photoluminescence measurements confirmed that the samples were of 
high quality and lightly doped. The fabrication procedure for forming electrical contacts to the samples 
consisted of the following steps: beveling a pair of opposite edges of a 6 x 6-mm sample to expose the quantum 
wells; forming contacts by metallization of the edges with layers of Ni, Ge, and Au followed by a lift-off 
process; alloying the contacts; and attaching 50-|im-fhick gold wires to the contacts with conducting epoxy. 

The measurements were carried out at about 20 wavelengths from 890 to 70.5 fim using C02-laser-pumped 
FIR gas lasers. Samples immersed in liquid He were illuminated by white light from an external 20-W tungsten 
filament lamp in order to free carriers from traps in the AlGaAs prior to the spectroscopy runs. Photoconduc- 
tivity spectra obtained by sweeping the magnetic field at fixed laser frequency are displayed in Figure 5-4. 
These measurements were taken in the Faraday configuration (G - 0°), where the light is incident along the 
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Figure 5-4. Photoconductivity spectra obtained by sweeping the magnetic field affixed laser frequency. The arrows 
indicate the Is —>2p+! transitions. Other prominent features that appear in the spectra are labeled A, B, andC. 
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sample normal. A typical field sweep took approximately 3 min. The spectra shown are not averaged, but each 
spectrum is taken in a single sweep. The arrows indicate the peak of the Is —> 2p+\ transition. Other sharp, 
prominent features appearing in the spectra, e.g., lines A, B, and C in Figure 5-4, are relatively sensitive to 
the magnitude and polarity of the bias voltage applied and, to a lesser extent, to the intensity of the laser. We 
do not at present understand the origin of the extra structure in Figure 5-4. 

Figure 5-5 shows a plot of peak positions vs magnetic field for the 1 s —> 2p+ \ transition, which we believe 
are the most accurate data yet published for any shallow donor transition in a quantum well. Error bars are 
given only for the four lowest points of the 1 s —> 2p+ \ transition and represent the uncertainty in locating these 
points in the magnetic field. No vertical error bars are given since the laser-line frequencies are known to better 
than one part per million. The spectral peak positions corresponding with the dashed line in Figure 5-5 are 
obtained when the sample is rotated into the Voigt configuration (6= 90°), where the radiation is deflected 
by a mirror so that the light remains incident along the sample normal. We have used the Voigt data to establish 
a working value for L, the width of the GaAs quantum wells. The theoretical curve for the Voigt geometry 
in Figure 5-5 is for L = 51 nm, which is consistent with a measured value of 50 ± 5 nm obtained with a scanning 
electron microscope. 
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Figure 5-5. Plots of peak positions of the transition energy vs magnetic field for the Is —>2p+1 transition. The theoretical 
curves for the Faraday (6 = 0°) and Voigt (0= 90°) geometries are shown, with the corresponding points representing 
experimental results. 
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Figure 5-6. (a) Plots of peak positions of the transition energy vs magnetic-field, showing the theoretical curves for the 
Faraday geometry (6 = 0°) and the theoretical curves and experimental points for 6 = 16°. (b) Plots of peak positions 
of the transition energy vs magnetic field, showing the theoretical curves for the Faraday geometry (9= 0°) and the 
theoretical curves and experimental points for 6 = 31°. 

As shown in Figures 5-6(a) and 5-6(b), respectively, the experimental data for 0=16° and 0=31° 
agree with our coupled-state theory. In these configurations the radiation propagates along the direction of the 
magnetic field. The agreement is very satisfactory considering that no adjustable parameters were used in the 
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theory. (Bulk values of 46.1 cm"' for the donor Rydberg energy and 0.0665 for the ratio of the conduction band 
mass to the vacuum electron mass were utilized.) This agreement is also strong evidence for the 2po~2p+\ 
anticrossing. 

W. D. Goodhue       D. M. Larsen* 
J. W. Bales J. Waldman* 
E. R. Mueller* 
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6. MICROELECTRONICS 

6.1     IMPROVEMENTS TO AN ANALOG-SIGNAL-PROCESSING CHAIN 
FOR A CCD CAMERA 

Continued reduction of the noise associated with the on-chip output amplifier of our high-frame-rate 
charge-coupled device (CCD) imagers has required the redesign of the camera post-signal-processing analog 
chain. Objectives of the redesign were first to reduce the degradation in the signal-to-noise ratio as the signal 
was processed through the analog chain and second to minimize the drift associated with the chain. 

Block diagrams and schematics of the analog chain before and after redesign, respectively, are shown 
in Figures 6-1 (a) and 6-1 (b). The initial design has a buffer-amplifier input, which drives the capacitive load 
of the wiring and the following preamplifier stage, increases the signal above the noise of the next two stages, 
and provides a low-pass filter to limit the thermal noise contribution to the signal. The correlated-double- 
sampler (CDS) stage receives the amplified signal and continues signal conditioning by removing reset and 
low-frequency 1/f noise [1] introduced by the on-chip source-follower output amplifier. Additional signal 
gain after the CDS amplifies the signal above the remaining circuit noise in the analog chain. The gain stage 
is followed by a black-level-reference track-and-hold (BLRTH) stage, which generates a zero reference for 
the image-signal pixels. The analog signal is subsequently digitized by a 12-bit analog-to-digital (AID) 
converter. 

In the redesigned chain, shown in Figure 6-1(b), the BLRTH stage has been eliminated. Present 
applications of the CCD camera create a dark reference through software subtraction of an averaged dark 
background, thus eliminating the need for this stage. In operation, the BLRTH establishes the reference by 
subtracting a dark-signal-reference pixel from the image-signal pixel. Since both image and dark pixels 
contain white thermal noise, the subtraction process increases the output to input noise by a factor of V2. The 
dark pixels are sampled and subtracted once per row of image pixels, causing a correlated noise component 
between pixels in the same row. Bench measurement of the redesigned analog chain confirmed a noise 
reduction of slightly less than the expected factor of V2,from 17to< 13 noise equivalent electrons at a clock 
frequency of 4.16 X 106 pixels/s. Removal of the BLRTH stage also reduced the drift of the analog chain 
output. The drift was caused by the clamp and buffer transistor leakage currents, which slowly discharged the 
clamp capacitor. 

Two further changes were made to the analog chain to stabilize the output and eliminate drift. First, the 
entire gain of the chain was placed before the CDS. As a result, the CDS now eliminates the slow drift 
component (both thermal and ac couple related) of the amplifier. The second modification was to the voltage 
reference of the CDS. The original design used a resistive network to generate a reference voltage that was 
sensitive to temperature and to the noise of the dc bias line. The resistive network was replaced by a voltage 
regulator, which is much less sensitive to temperature and bias-line noise. These improvements to the analog 
chain, along with a change to the packaged part of the CCD, have reduced the drift from as much as 4.3 mV 
to < 488 fiV, which is equivalent to 1 least-significant bit of the A/D converter. 

W. H. McGonagle 
J. C. Twichell 
R. K. Reich 
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6.2    FABRICATION PROCESS FOR NON-OVERLAPPING-GATE CCDs 

One of the key processes in the fabrication of a CCD is the formation of narrow spacing between 
electrodes to allow the fringing field to efficiently transfer charge between adjacent potential wells. The most 
common approach to accomplish this has been to use multilayer overlapping polysilicon gate structures. The 
electrodes on different layers are separated by thermally grown polysilicon oxide, and the spacing between 
them can be easily kept to < 0.5 ^m. However, it has been reported that sharp corners on the edges of the 
electrodes caused by the oxidation of polysilicon in this process can cause local trapping of charge [2], In 
addition, the parasitic capacitance of the overlapping electrodes is not desirable for high-speed CCDs. 

Several approaches have been employed to produce non-overlapping-gate CCDs with submicrometer 
spacing in a single level of polysilicon. Nonconventional technologies such as electron-beam lithography and 
edge-etch processes have been used for the CCD fabrication, resulting in devices with reliable charge-transfer 
efficiencies [3],[4]. In this report, we describe the fabrication of non-overlapping-gate CCDs utilizing local 
oxidation of silicon (LOCOS) on the polysilicon layer. The oxide encroachment under the nitride mask in the 
LOCOS process forms an oxide mask for etching the polysilicon with 0.4-jUm spacings, starting from 1.5-/xm- 
wide resist lines defined by a conventional projection aligner. 

Figure 6-2 shows the major patterning steps in this non-overlapping-gate process. The polysilicon gate 
layer is deposited over the gate-oxide- and field-oxide-coated wafer and is then coated with a pad oxide and 
a deposited nitride layer. A layer of photoresist is applied, exposed with a modest-capability projection aligner 
to form 1.5-^im-wide lines, and developed. The nitride layer is then etched to yield a wafer cross section, as 
shown in Figure 6-2(a). Next, oxide is grown on the exposed areas of polysilicon, while nitride protects the 
underlying polysilicon against oxidation. However, the oxide at the edges of a nitride line will encroach 
underneath the nitride reducing the 1.5-jUm-wide nitride lines to submicrometer spacings between adjacent 
oxide lines, as shown in Figure 6-2(b). The nitride, the pad oxide and the underlying polysilicon are 
subsequently etched to form CCD electrodes and interconnects, as is illustrated in Figure 6-2(c). After the 
polysilicon is patterned, the gaps are filled with low-pressure chemical vapor deposited oxide. 

Three-phase, 64 x 64-pixel frame-transfer buried-channel CCD imagers with electrode spacings of 0.2 
to l^im have been fabricated using the above-described process. Figure 6-3 is a scanning electron micrograph 
of a cross section of a finished device, showing the submicrometer spacing between two adjacent CCD 
electrodes. A top view of an array of CCD polysilicon electrodes and a close-up of the submicrometer spacing 
are shown in Figure 6-4. Unlike the smoothly tapered LOCOS oxide seen on crystalline silicon, the LOCOS 
oxide on polysilicon is not uniform at the edges, which accounts for the low yield of devices with electrode 
spacings < 0.4 jum. The measured charge-transfer inefficiency (CTI) ranges from 0.0003 to 0.001 for 0.4-^m 
electrode spacings and from 0.015 to 0.1 for 0.8-pm spacings. To better understand the relationship between 
gap size and CTI, we used a two-dimensional numerical simulator to calculate the potential profile by solving 
Poisson's equation. Figure 6-5 shows the channel potential minimum between two adjacent electrodes 
separated by 0.4 and 0.8 fim, respectively. The potential minima seen in the interelectrode region are deeper 
for the larger-gap devices, qualitatively explaining the undesirable CTI, which is due to charges trapped in 
the wells. 
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Figure 6-2. Major patterning steps of the non-overlapping-gate CCD process. Shown is a cross section of the wafer 
(a) after the polysilicon, pad oxide, and nitride deposition, the photoresist definition, and the nitride etch and photoresist 
strip, (b) after the LOCOS process, demonstrating oxide encroachment under the nitride, and (c) after the etch of the 
nitride and the etch of the polysilicon using the oxide as a mask. 

Figure 6-3. Cross section of the finished non-overlapping-gate CCD, showing the submicrometer spacings. 
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In summary, we have developed a process for the fabrication of non-overlapping-gate CCDs that uses 
conventional techniques together with LOCOS over polysilicon to produce single-level polysilicon CCDs 
with 0.4-fJ.m electrode spacings. Simulation measurements indicate that the electrode spacings must be 
< 0.4 nm to achieve adequately low CTI. Modifying the properties of the polysilicon through improved 
deposition and annealing schedules may result in more uniform polysilicon edges after LOCOS as well as 
improvement in the yield of devices with electrode spacings < 0.4 fim. 

C. M. Huang A. H. Loomis 
G. A. Lincoln A. L. Lattes 
R. K. Reich B. E. Burke 
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7. ANALOG DEVICE TECHNOLOGY 

7.1    OFF-AXIS SPUTTER DEPOSITION OF YBaiCusO^ 

Superconducting YBa2Cu307_x( YBCO) thin films have been deposited on LaA103 substrates by single- 
target off-axis magnetron sputtering, the simplest method to produce high-quality YBCO thin films in situ. 
The target, which is a high-density pressed powder of stoichiometric superconducting YBCO, is situated at 
a 90° angle to the substrate to minimize the adverse effects of film bombardment, which is probably caused 
by negative oxygen ions originating at the target. To understand the relationship between film deposition 
parameters and resulting film properties, the films were deposited over a wide range of conditions by varying 
the substrate temperature and oxygen pressure while keeping the RF sputtering power constant at 125 W. The 
oxygen pressure was varied from 10 to 100 mTorr with the argon pressure adjusted to maintain a total pressure 
of 160 mTorr, and the substrate temperature was varied from 640 to 780°C. Under these deposition conditions, 
summarized in Figure 7-1, the growth rate of the films increased with increasing substrate temperature and 
decreasing oxygen pressure, varying from 4.2 to 11.4 A/min. 
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Figure 7-1. Summary of the deposition conditions used to produce in-situ superconducting YBCO. The solid line 
indicates the perovskite stability line established by Bormann and Nolting [3]. Under equilibrium conditions the 
perovskite structure of bulk YBCO is stable above the line and unstable below it. 
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After deposition, all films were cooled in the same way: the substrate temperature was decreased to 
400°C in 20 min and held at 400°C for 1 h, while the oxygen pressure was linearly ramped at a rate of 2 Torr/ 
min. During this oxygen "soak," oxygen diffuses into the YBCO lattice and converts the film from the 
tetragonal semiconducting phase to the orthorhombic superconducting phase [ 1 ]. Changes in oxygen content 
are accommodated by changes in the oxygen occupancy of the oxygen sites in the Cu-O plane between Ba 
ions, usually referred to as chain sites [ 1 ]. Since the films were identically cooled, differences in film properties 
resulting from different oxygen pressures during deposition are believed not to result from differences in the 
occupancy of chain sites. 

As the substrate temperature and the oxygen pressure are varied during deposition, the electrical and 
structural properties of the films change. The variation of transition temperature Tc and critical current density 
Jc as a function of substrate temperature is shown in Figure 7-2(a). For a given oxygen pressure, both Tc and 
Jc increase as the substrate temperature increases. The variation of Tc with oxygen pressure is shown in Figure 
7-2(b). The value of Tc (R = 0) tends to increase with increasing oxygen pressure during the deposition. The 
highest Tc (R = 0) measured was 90.5 K for a film deposited at a substrate temperature of 760°C with an oxygen 
pressure of 80 mTorr. The highest Jc measured was 3.0 x 107 A/cm2 at 4.2 K for a film deposited at 780°C 
with an oxygen pressure of 10 mTorr. 

The surface morphology of our films was investigated using scanning electron microscopy. All films, 
except those grown at 640°C, exhibit surface agglomerates, which have been identified by scanning Auger 
spectroscopy as both Cu and Ba rich. These agglomerates increase in size and decrease in areal density with 
increasing temperature and oxygen pressure. The smooth surface morphology of films deposited at low 
temperature make them highly desirable for fabricating multilayer structures. 

The epitaxial growth orientation of the films was also found to vary with deposition conditions. Fully 
oxygenated bulk YBCO has the following lattice parameters: a = 3.819 A, b = 3.891 A, and c = 11.689 A. The 
differences in lattice constants for a, b, and c/3 are small, which means that there are three possible growth 
orientations on a cubic lattice-matched substrate. In our experiments, films deposited at high substrate 
temperatures were oriented with the c-axis perpendicular to the substrate, while films deposited at 640°C were 
oriented with the a-axis perpendicular to the substrate. Figure 7-3 compares the x-ray diffraction patterns of 
two films, one deposited at 780°C and the other at 640°C. For the 780°C film the (00^) peaks are very intense, 
while for the 640°C film they are absent. For the film deposited at 640°C the (400) peak is the only (hOO) peak 
resolved because of the very small difference in lattice constant between the film and the substrate. Films with 
a-axis oriention are of great technological importance for tunnel devices, since the superconducting coherence 
length is ~ 13 A parallel to the Cu-0 planes (a-b planes) and only 2 A perpendicular to these planes [2]. 

Formation of in-situ superconducting YBCO thin films resulted under all deposition conditions 
explored, including those outside the region of thermodynamic stability for bulk YBCO. Figure 7-1 shows 
the YBCO perovskite stability line established by Bormann and Nolting [3] below which, under equilibrium 
conditions, bulk YBCO decomposes. The role of oxygen for thin-film formation is twofold: the oxygen partial 
pressure must be high enough to allow formation of the perovskite structure and also to prevent decomposition 
of the film. Even at conditions far from the stability line, 780°C and 10 mTorr of oxygen, a high-quality film 
with Tc of 87 K and Jc of 3 x 107 A/cm2 was deposited. One possible explanation for this is the presence of 
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atomic oxygen in the plasma, which has been confirmed by the observation of the 5330- and 6158-A atomic 
oxygen lines by optical emission spectroscopy [4]. Since atomic oxygen is more reactive than molecular 
oxygen, less atomic oxygen is needed to grow a YBCO film at a given temperature. However, it should be 
noted that although the films are deposited from a stoichiometric target, the films are off stoichiometry with 
a typical cation ratio of 1.2:2:3.1. The resulting defects and strain in the films probably affect stability. 
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Figure 7-2. (a) Variation ofTc and J with substrate temperature for films deposited using an oxygen pressure of 
10 mTorr. The argon pressure was 150 mTorr. (b) Variation ofTc with oxygen pressure for films deposited at substrate 
temperatures of 760, 700, and 640°C. The argon pressure was adjusted to maintain a total pressure of 160 mTorr. 
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Figure 7-3.  X-ray diffraction pattern of (a) a c-axis-oriented film deposited at 780°C using an oxygen pressure 
of 10 mTorr, and (b) an a-axis-oriented film deposited at 640°C using an oxygen pressure of 20 mTorr. 

In summary, in-situ superconducting YBCO thin films have been fabricated over a wide range of 
substrate temperatures and oxygen pressures, including conditions outside the region of thermodynamic 
stability of the perovskite structure. Film properties such as Tc, Jc, surface morphology, and crystalline ori- 
entation were found to vary systematically with substrate temperature and oxygen pressure during deposition. 
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Since deposition conditions that optimize one film property may degrade another, deposition conditions must 
be selected to suit a desired application. 

A. C. Westerheim 
L. S. Yu-Jahnes 
A. C. Anderson 

7.2    INTEGRATION OF SUPERCONDUCTIVE DEVICES 
FOR ANALOG-SIGNAL-PROCESSING APPLICATIONS 

A prototype spread-spectrum communications subsystem has been demonstrated that integrates two 
superconductive components, a dispersive delay line [5] and a time-integrating correlator [6]. In this system 
the delay line and correlator are individually packaged and mounted on the same cryogenic probe and 
immersed in liquid He. Figure 7-4 shows the bottom end of the probe with both devices attached. 

Figure 7-4. End view of the cryogenic probe, with the superconductive dispersive delay line (circular package) and time- 
integrating correlator (rectangular package) mounted. 
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A block diagram of the experimental setup is shown in Figure 7-5. The superconductive dispersive delay 
line is Hamming weighted with a 2.6-GHz bandwidth centered at 4 GHz. The device is used to generate chirp 
waveforms on application of a wideband impulse to its input. Since the delay line has a dispersion time of 
38 ns, it is repetitively fed impulses to create a waveform ~ 3 /is in duration. This wideband waveform is split 
into two paths. One path passes through a variable-length delay line used to simulate propagation through the 
atmosphere, while the other leads directly into the tapped delay line of the superconductive time-integrating 
correlator. The signal at this input to the correlator is the reference waveform in this spread-spectrum 
application. 
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Figure 7-5. Block diagram showing the integration of superconductive components to measure the autocorrelation of 
wideband chirp waveforms. 
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The superconductive correlator has 14 parallel channels with the output of each channel controlling the 
input to a digital address encoder, as shown in Figure 7-6. All components in the figure are integrated into a 
single circuit on a 1 x 1.4-in. silicon substrate. As described previously [6], the timing of the address encoder 
output reflects the time-integrated correlation value, while the digital address reflects the correlator channel 
reporting its contents. In operation the correlator has supported 3-/Js-long waveforms with bandwidths 
> 2.6 GHz. 
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Figure 7-6.   Block diagram of time-integrating correlator showing the on-chip integration of analog and digital 
superconductive circuitry. 

The plot in Figure 7-7(a) shows the reconstructed correlation output measured by correlator channel 8 
as a function of the synchronization offset introduced by the variable-length delay line shown in Figure 7-5. 
The agreement with the mathematically calculated correlation function of ideal Hamming-weighted chirp 
waveforms, shown in Figure 7-7(b), is excellent. 

J. B. Green 
R. R. Boisvert 
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Figure 7-7.   (a) Reconstructed output of the time-integrating correlator, showing the measured autocorrelation 
of a 2.6-GHz chirp waveform, (b) Mathematical calculation of the chirp autocorrelation function. 
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